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Abstract

Marine pilot occupational accidents during transfer to/from ships are the primary concern of the International Marine
Pilots’ Association (IMPA) and industry professionals. There are multiple transfer methods for marine pilots, with the
most common being the pilot boat. To reach the mother ship bridge, the following stages must be safely completed: car
transfer, walking on the pier, pier to pilot boat, pilot transfer by boat, cutter to pilot ladder, mother ship freeboard
climbing, and ship deck to the bridge. Each stage has its own risk. Previous accident records and expert opinions are
commonly used to conduct a risk analysis and take preventive actions. However, the reports vary in scope and are often
complex, making qualitative analysis a timeintensive task. To overcome this challenge, this study aggregates 500 reports
to create a multi-source dataset describing instances of undesired events. A ML (machine learning) approach is used to
predict and explain marine pilot occupational accidents. Analyzing the importance of factors distinguishing between
accidents, incidents, and non-compliance, we conclude that workplace factors are more dangerous than environmental
factors. The findings of this study provide a foundation for developing a unified accident reporting system for predicting
accidents on a wider scale.

Keywords: Marine pilot, Pilot ladder, Occupational accident, RF (random forest), Explainable ML

1. Introduction channels without a marine pilot is hazardous. Such
hazards can be observed in the Istanbul Strait, as
pilotage is not compulsory for transit vessels under
some conditions. There is a drastic difference be-
tween accident rates of vessels under pilotage and

those without pilotage. The unusual characteristics

he shipping industry has witnessed rapid
growth over the last three decades due to the
increasing demand for cargo delivery. The global
fleet's size has increased linearly from 1.3 to 2.1

million within ten years [52]. A significant increase
in traffic demand has increased traffic movements
within port waters. In general, the number of traffic
movements on a busy fairway in port waters can be
as high as 2000 per day [56]; this number is expected
to increase further with the continuing growth of
traffic demand [53]. An increase in traffic density
also increases the probability of ship accidents.
Traffic density and accident rates are increasing;
moreover, the passage of vessels in ports or

of the Bosporus, the Istanbul Strait, and its climate,
coupled with the failure to request pilotage in this
treacherous waterway, have resulted in more than
200 accidents in the past decade [51]. Therefore, the
demand for marine pilots navigating ships through
hazardous or busy waters, such as harbors, is
increasing globally. Even though the overall num-
ber of vessels calling Busan port decreased between
2010 and 2020, the number of piloted vessels
increased from 24,921 to 30,249 [41].
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Vessel pilotage is a centuries-old profession. The
term “pilot” first appeared as early as the 6th cen-
tury BC in Ezekiel's book; the book described the
pilot as the “guide” of the ship [17]. Marine pilots
take the vessel through a highly treacherous part of
the ship's voyage and guide her to safely berth,
unberth, and pass narrow channels. They use a boat
and pilot ladder in conjunction to embark on the
vessel. However, embarkation is only sometimes
safe and secure owing to ship defects, mistakes, or
environmental conditions. Pilots conduct the trans-
fer operation multiple times daily, increasing their
risk probability. Hence, early detection of risk fac-
tors and applying preventive actions are vital.

Using a prediction model for maritime pilot
occupational accidents is essential because it allows
for early detection of risk factors and the imple-
mentation of preventive actions. By analyzing pre-
vious accidents and identifying the associated
circumstances and safety factors, the model can
provide valuable insights and recommendations to
prevent future accidents and ensure the safety of
marine pilots.

Therefore, this study aims to develop a marine
pilot occupational accident prediction model using a
methodology including a decision tree, RF (Random
Forest), and explainable ML. The purpose of the
model is to determine the circumstances and safety
factors of previous accidents to provide a basis for
making recommendations to prevent further marine
pilot casualties and accidents from occurring in the
future.

2. Literature Review

2.1. Marine pilot occupational accidents and ML
application in the marine accident domain

Occupational health and safety are vital to prac-
tical work [25]. The workplace's physical conditions
and mental demands majorly influence workers'
performance. Occupational accidents have signifi-
cant human, social, and economic costs (Leigh et al.,
2004). Therefore, workplace safety is paramount to
eliminating occupational accidents.

Merchant shipping is recognized as an occupation
with a high rate of fatalities [12] caused by maritime
disasters and occupational accidents. Detailed in-
formation exists for the Danish merchant fleet,
showing a fatality rate over ten times that of shore-
based industries.

Marine pilots have amphibious duties that expose
them to shore, sea, and transition hazards. They
must judge the correct timing and wave crest to
jump at the correct moment successfully. This role is

not described in their training literature or contract
but must be undertaken as there is no alternative
transfer method [35].

Previous research [47] shows that marine pilots
are more prone to accidents while using a pilot
ladder, with a risk of life-threatening injuries [11].
Hazards are due to transfer arrangement (equip-
ment) failure [26] or both lateral and vertical
movement of the two vessels, where the swell cau-
ses the marine pilot to misjudge their steps and fall
from a potentially dangerous height.

Less severe and rare pilot transfer accidents also
occur during the following stages: car transfer from
pilot office to port, pier walking, pier to cutter
transfer, cutter navigation, cutter to pilot/accom-
modation ladder climbing, traversing deck to the
bridge, pier to gangway climbing (at port), during
helicopter flight, or winching and landing [13].

Traditionally, marine pilots use a pilot boat and
ladder in the open sea and the gangway alongside
the ship. H helicopter landing and winching [24] are
rarely used in specific ports in Australia, the United
States, France, Germany, and South Africa. How-
ever, they are less common globally than the pilot
boat and ladder method. Even though marine pilots
have a vital role in the safety of vessels, ports, and
channels, their safety has received little attention.
The maritime industry has been modernized with
many new inventions and automated systems;
however, the method of marine pilot transfer re-
mains unchanged and relatively archaic. Thus, ma-
rine pilot occupational accidents still occur.
Therefore, this study aims to develop a new model
to predict marine pilot occupational accidents dur-
ing their transfer to or from ships. It uses an ML
algorithm to determine the most influential risk
factors.

ML is a significant technological development,
influencing the adoption of new habits and behav-
iors in society. Industrial development and cost-
saving demands require repetitive tasks to be car-
ried out by machines with less effort than human
operation. Robotics, intelligent cities, smart homes,
and autonomously driven vessels are already inte-
grated into society. ML has several subdomains, like
Supervised Learning, Unsupervised learning, and
Deep Learning, and is used to identify patterns and
classify massive datasets [36]. It refers to techniques
aimed at programming computers to learn from
experience.

The RF [9] algorithm is based on the idea of an
ensemble of various decision trees [14,32], aggre-
gating their predictions. This achieves better per-
formance and provides more robust predictions, but
at the cost of interpretability, as humans cannot
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easily comprehend multiple decision trees. RFs are
widely used in fields such as finance [58], healthcare
[37], and e-commerce. For example, banks use RFs
for client credibility evaluation, credit card fraud
detection, and options pricing [33].

Considering the ability of RF to predict events, the
benefits of prediction are beginning to be explored
in other industries. Logistically, if a factor is pre-
dictable, then it is also preventable. Therefore, RFs
can be used to predict accidents and mitigate
contributing factors. Road traffic accident studies
show that driver experience, light conditions, age,
car type, and annual car service contribute to acci-
dent severity [55].

In the maritime industry also, RF usage is expected.
Marine applications of RF include environmental and
ecological research, meteorological data modeling
[28], ship collision prediction and prevention, and
identifying human error in accident occurrence [48].

2.2. Explainable ML (machine learning)

In modern ML, owing to increased volumes of
data and computing power, practitioners use com-
plex models with a wide variety of parameters to
improve predictive performance. These are often
called “black-box” approaches, such as RFs and
deep neural networks, where predictions cannot be
explicitly interpreted. However, it is usually possible
to obtain model-specific variable importance mea-
surements that indicate the overall most influential
variables in a dataset, such as split gain in the case
of an RF model [38]. Black-box approaches differ
from interpretable by-design algorithms, such as
decision trees and linear regression, which provide
explicit reasoning [45].

Various explainability methods have been devel-
oped to overcome the interpretability performance
tradeoff in ML applications [22], allowing new in-
sights into the models' reasoning [4,44]. Model-
agnostic explanations that work with any black-box
approach [39], such as permutational variable
Importance [18] and partial dependence profiles
[19], show a global-level overview of the model.
Breakdown profiles [6] and Shapley values [34]
provide a crucial interpretation of the model's pre-
dictions, which is particularly useful in responsible
decision-making [21]. It is good practice to compare
the model-agnostic variable Importance with the
native model-specific measure to check for a
consistent result. A detailed description of explain-
able ML methods and tools used in this study is
available in previous publications [7,29,38].

Explainable ML was recently used in marine
research to support monitoring of the marine

engine's condition [30] and classifying species
[23,36]. However, to the authors' knowledge,
explainable ML has yet to previously be used to
explain models for predicting marine pilot occupa-
tional accidents. Data scarcity [1] was one of the
main struggles for marine domain [3] research.
However, with new technologies on board, more
data becomes available. The new system will pro-
duce a massive amount of data. For this reason, ML
will be better than other methodologies in dealing
with big data.

3. Methodology

This study aims to predict marine pilot occupa-
tional accidents during their transfer to/from the
ship, using decision tree-based ML algorithms, and
describe the ranking of contributing factors with
explainable ML methods. First, a multi-source
dataset with metadata of 406 accidents was created
from reports, as explained later in Section 3.1. Then,
the decision tree and RF models were trained on the
data to predict the target outcome. Both models
were tuned using a parameter search to achieve the
best possible performance. The research flow is
shown In Fig. 1. The data and code used in this
study are available at https://github.com/hbaniecki/
marine-pilot-occupational-accidents.

After training the data, bootstrapping was applied
to the split algorithm. Bootstrapping [8] is a statis-
tical sampling method based on reusing samples,
where each observation can be repeated more than
once. This method allows several equally sized
sampling groups to achieve more effective results
[46]. In mathematical notation, bootstrapping can be
expressed as follows:

Fiesl) =5 > () 1)
b=1

A set of observations, X = ..., is defined with
responses Y =,... with B bagging repeats, in which a
random set is sampled with replacement.

Forb=1, ....,B:

1. n training examples from X and Y are sampled,
with replacement, defined as defined as X, Y}.
2. A classification tree is trained using f; on X3, Yp.,.

The probability of not selecting a row in a random
sample is as follows:

N-1
N @

Where N is the number of rows in the training
dataset. Using sampling with replacement, the
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Fig. 1. Research flow diagram.
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probability of not selecting N rows from randomly
sampling rows is as follows:

N-1 h (3)
N
Which is the limit of N becoming equal to:

1\N
lim (1 - N) =0.368 4)

N— oo

In ML, the decision-making process is called a de-
cision tree. As mentioned earlier, the process starts
with a node and continues splitting until it reaches a
leaf. The leaf is the endpoint of the process where no
further splitting occurs. The first node is called the
root node and remains at the top of the diagram.
Branch trees are generated during processing, con-
sisting of internal and leaf nodes.

RF creates multiple decision trees from the dataset
in a pool and acquires decisions from trees.
Although a more significant number of trees tends
to provide more stable results after a certain level,
there will be no significant effect on the result. There
are limitations to increased computation time and
costs when using big data [40]. In this study, an

optimal number of trees was selected by conducting
multiple tests with different sizes of tree numbers.

Finally, an interpretation of the tree decisions and
an explanation of the RF predictions were visual-
ized, discussed, and contrasted with maritime
domain knowledge.

3.1. Dataset

This study is based on reports of perceived acci-
dents that occurred during marine pilot transfers at
various stages. The accident reports were acquired
from global sources accessed between October and
December 2020. After data processing, 406 reports of
accidents, incidents, near misses, and non-compli-
ance occurred from 1993 to 2019. These reports were
acquired from maritime institutions including
MAIB(Marine Accident Investigation Branch) IMPA
(International Marine Pilot Organization), UKMPA
(United Kingdom Marine Pilot Association), EMPA
(European Marine Pilot Association), KMPA (Korean
Marine Pilot Association), MARS (Marine Accident
Reporting Scheme), IMCA (International Marine
Contractors Association), Marshall Island Flag, Malta
Flag, Bahamas Flag, TSCB(Transportation Safety
Board of Canada), Hong Kong, ATBS(Australian
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Transport Safety Bureau), AMSA (Australian Mari-
time Safety Authority)) DMAIB(Danish Maritime
Accident Investigation Board), TAIC(Transport Ac-
cident Investigation Commission). Table 1 presents
example observations from the dataset. The target
variable was constructed from the categorization of
UDE (undesired events). The event outcome result-
ing in an accident was encoded as “1”, whereas in-
cidents, non-compliance, nonconformance, and
near-miss events were encoded as “0”.

Factors affecting accidents were categorized into
environmental factors (e.g., sea state, wind force, vis-
ibility, month, and time of day) and workplace factors
(e.g., accident location, ship type, age, dynamic status,
geographical position, gross ton, and length).

Sea and wind states have a significant effect on
ship-boat motion. Increased rolling of both vehicles
creates an unstable platform, an unsafe condition
during transfer. Swells also cause a potentially
dangerous sea state. However, the swell variable
was not included in this study owing to a lack of
available data.

In impaired visibility [20], there is no direct effect
during marine pilot transfer; however, the pilot
cutter might be involved in a collision while marine
pilots are on board under low visibility navigation.

Time of day is also crucial because marine pilots
work irregular shifts. Evening and night shift
workers are exposed to more occupational accidents
than day shift workers. Under impaired weather
conditions [15], darkness risk factors are increased.

Ship types are varied and have unique construc-
tion features, which might restrict the design and
ergonomics of the marine pilot access point and
passageway. For example, tanker decks are
obstructed due to cargo tank frames and fish plates.
In small vessels, cargo hold frames are too close to
the ship side; this does not allow the ship to deploy
the pilot ladder properly. For example, this is when
an overboard pipe outlet is located on the same
frame as the pilot access point.

Table 1. Example observations from the dataset

Ship dynamic status describes the mother ship's
voyage status. Marine pilots may join the vessel
while the mother ship is underway, at anchor, or at
the pier, which is a crucial factor to the mother ship-
pilot cutter relative motion. The ship's geographical
position affects the mother and pilot cutter's relative
motion. Out of port limits, both vessels are exposed
to environmental conditions, which increase the
possibility of an accident. Finally, marine pilots pass
through various stages to embark on the vessel.
Each section has a specific accident risk with a
different injury severity level.

3.2. Data analysis

The acquired dataset included 500 unique acci-
dent reports. Figs. 2 and 3 show the distribution of
variables concerning the target outcome. Variables
“age of the vessel,” “gross ton,” “length overall,”
“sea state,” and “wind force” had several missing
values, which are further analyzed in Fig. 4. The
target outcome was divided into 315 observations of
class 1 (775 %) and 91 observations of class
0 (22.5 %).

3.3. Model analysis

The two models compared in this study were a
decision tree and an RF, which is an ensemble of
multiple decision trees. Decision trees are a
straightforward approach to predicting a target
outcome and rely on sequentially creating decision
rules that best split the observations into, in this
case, two classes. The main strength of this
approach is its built-in interpretability and
simplicity for stakeholders working with automated
predictions. Moreover, decision trees can operate
with a dataset containing missing values, as in this
study. RF is a more complex algorithm that creates
many decision trees fitted to the same predictive
tasks. These trees then predict each observation.

VAR Target Accident location Age of vessel [years] Dynamic status Gross ton Length overall
1D [meters]
99 Accident Pilot/ Combination ladder 2 Underway (1k,3k] (90,108]
109 Accident 34 Moored (7k,10K] (140,160]
235 Non-accident 8 Underway (7k,10k] (70,90]
Month Part of day Sea state [wave height] Ship position Ship type Visibility Wind force [Beaufort]
3 Sunset/ twilight 4 Port area Tanker Good 5
3 Daytime 4 Pier Miscellaneous  Poor 2
1 Daytime 3 Port area Tanker Moderate 3
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Fig. 2. Distribution of four numerical variables in the dataset.

The ensemble approach has proven robust and in-
creases ML performance in practice. Although RFs
operate with missing values in the dataset,' Both
their main strength and weaknesses are the model
complexity. A decision from an RF cannot be
directly interpreted, as explainable ML approaches
are required to analyze such models.

Experiments were conducted on the whole data
set described in the previous section. The data di-
mensions were small; hence, five-fold cross-valida-
tion was used to assess the models at each step
unless otherwise specified. The performance mea-
sures of interest were conventional classification
metrics: ACC (Accuracy), AUC (the area under the
receiver operating characteristic curve), and AUPRC
(the area under the precision—recall curve). Obser-
vations were weighted based on the fraction of a
given class in the target variable, which is crucial to
interpret the results effectively. Multiple parameters
of interest can describe decision trees. This study
focused on maximum tree depth, the minimum
number of observations needed for the algorithm to
attempt another split, and the complexity of the tree
that restricts weak splits. RFs were additionally
described by three more parameters in this study:
the number of trees, the fraction of randomly
sampled rows for each tree, and the fraction of
randomly sampled columns for each tree. Decision
tree and RF models with default algorithm param-
eters were fitted to the data as a baseline, and then a
grid search algorithm was used to tune the models

to improve their performance. Details of specific
parameter values are included in Appendix A.

The Importance of factors associated with acci-
dents was assessed using two measures:

1. A tree-specific measure that evaluated the gain
of model performance for all the splits (decision
rules) in the tree using a given variable. For RFs,
the measure was aggregated for all the trees.

2. A model-agnostic measure that evaluated the
loss of model performance when a contribution
of a given variable from the data was not active.
Permutational variable Importance was used to
simulate such an effect.

Additional explanations, in the form of partial
dependence plots, breakdowns, and Shapley values,
were used to interpret the predictions of the RF
model. All the mentioned methods are described in
detail [7,38].

3.4. Software

The analysis was performed using the R language
for statistical computing v4.1 [43] with additional
packages: ggplot2 [54] and visdat [50] for data
analysis, rpart [49] and caret [31] for ML, and
DALEX [5] and modelStudio [2] for model analysis.
The data and code used in this study are openly
available on GitHub at [https://github.com/
hbaniecki/marine-pilot-occupational-accidents].

! Decision trees can be used as weak learners, which operate with missing values in the dataset.
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Fig. 3. Distribution of eight categorical variables in the dataset.

4. Results

Table 2 shows the performance of the baseline and
tuned models, where the mean and standard devia-
tion were estimated from the five cross-validation
runs. The tuned RF model achieved the best scores,
although the grid parameter search process did not
meaningfully improve the baseline. It was crucial to
check for better model parameters as an ablation
study. In this case, both AUC and AUPRC were used
to compare the models, while ACC determined the
context; hence, the tuned decision tree was slightly
better. Fig. 5 shows the performance curves. A clear
improvement was seen for using an RF over a

decision tree, as an ensemble of trees consistently
offered more accurate predictions. Each of the five
cross-validation runs is a distinct line.

The study's main result explains the complex RF
model that distinguished between accidents and other
UDE (Un Desired Events) outcomes. Fig. 6 shows both
variable importance measures for the tuned models.
The Importance of factors associated with the acci-
dents measured with a performance drop (left) and
split gain (right) are displayed. The most critical var-
iables yielded higher measured values (top).

The focus is on the split gain importance of the
tuned RF (right, red), whereas the decision tree and
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Table 2. Performance measures for the baseline and tuned models

Model ACC AUC AUPRC

Decision tree (baseline) 0.65 + 0.05 0.60 + 0.06 0.85 + 0.03
Decision tree (tuned) 0.62 + 0.05 0.63 + 0.09 0.86 + 0.04
Random forest (baseline) 0.75 +0.06 0.71 + 0.05 0.91 + 0.03
Random forest (tuned) 0.76 + 0.05 0.72 + 0.05 0.91 + 0.02

permutational Importance are provided for a
broader context. The essential variables are sea-
sonality (month), ship type (length overall, gross

ROC curve

mean +- sd for five train:test splits

ton), and dynamic status. Consistently, workplace
factors were important in the permutational mea-
sure, apart from the variable “month,” as its value
did not lower the model's performance. Variables
not crucial for the model fitted to this specific
dataset and task were mainly the environmental
factors (e.g., sea state, wind force, and time of day).

For interpretation purposes, a single decision tree
and RF model have been trained on the whole
dataset best to capture the variable dependence on

PR curve
mean +- sd for five train:test splits

Model == Decision tree (tuned) === Random forest (tuned)
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Fig. 5. ROC and PR curves for the final models.
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Variable importance
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Fig. 6. Importance of factors associated with accidents.

the target outcome. This was to allow for knowledge
discovery and not to evaluate the models’ perfor-
mance. Fig. 7 visualizes an example decision tree,
which supports the finding that workplace factors
are more important than environmental factors in
predicting accidents. Values in the leaves (at the
bottom) are observation counts weighted by the
class fraction in the dataset. Labels of the gross ton
variable were truncated for clarity but imitate the
monotonicity of values.

Fig. 8 shows a partial dependence plot of the
essential variables from an example RF model,
which provides insight into how the variables affect
average prediction in a global sense.

Additionally, the RF prediction for a given
observation can be explained using the breakdown
method, which shows the contribution of variables.
Fig. 9 presents explanations for three different ob-
servations from the dataset (from Table 2), where
four of the essential variables are highlighted
and other factors are truncated. Complementary
explanations using the Shapley value method are

reported in Appendix B. The intercept is a mean
prediction that serves as a baseline.

5. Application

This chapter applied the developed model to the
sea area near Busan Port in South Korea. Busan
Port is a complex port with the most extensive
seaborne trade in Korea, so there is much pilotage
work [42]. According to [27]; at least three days of
maritime traffic data is required to confirm the
maritime traffic characteristics of the target sea
area for one year. In addition [57], said that at least
seven days are required for maritime traffic sur-
veys, considering the day-of-week index. There-
fore, to apply the developed model, September 01,
2019, ~7th Sept. maritime traffic survey. To mini-
mize the impact of pilot work due to COVID-19, we
used data from 2019. The sea area near Busan Port
is divided into inbound and outbound; accord-
ingly, the pilot's embarkation and disembarkation
areas are divided[10]. In bad weather, it is
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Fig. 7. Visualization of the decision tree trained on a whole dataset.

designated to use the pilot boarding and leaving
points on the inner route of the breakwater (BHPA,
2023).

Fig. 10 shows the location of the ship where the
pilot boarded and disembarked for seven days and
the probability of a pilot accident using the model at
that time. The pilot accident probability means the

probability of being classified as a pilot accident
when using the model. There were 237 cases in
which the pilot boarded and disembarked for seven
days; among them, there were 31 cases with a
probability of 0.5 or higher.

According to the Importance of factors associated
with an accident in Fig. 5, it was confirmed that
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Partial dependence plot
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Fig. 8. Partial dependence of the selected variables in the RF model.

workplace factors had a more significant impact on
accidents than environmental factors such as wind
force and wave height. Among the 7-day data, the
average gross tonnage of cases with a high proba-
bility of accident occurrence was 11,903.2 Tons, and
the average ship length was 144.8 m.

As aresult of applying the random forest model to
the Busan Port 7-day traffic survey, it was confirmed
that the probability distribution follows a normal
distribution (R-square: 0.96). Fig. 11 is the distribu-
tion of the probability of a pilot accident using the 7-
day data of Busan Port. The average accident
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Break down of random forest predictions
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Fig. 9. Breakdown of the RF model's predictions for three distinct observations from the dataset.
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Fig. 10. Location of the ship where the pilot boarded and disembarked for 7 days and the probability of pilot accident using the model at that time.
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Fig. 11. The distribution of the probability of a pilot accident using the
7-day data of Busan Port.

probability, according to the model, was 38.345 %,
and it could be expressed as the following equation.

y=yo+wiﬂe><p (—Z(X ;xcf) (5)

where:

Yo =0.4621
x.=0.38345
w=0.19551

A=11.36493

According to previous studies, seven days of
maritime traffic data can replace one year of maritime
traffic. Hence, on average, the risk of pilot accidents in
Busan Port for one year is about 38 %. Therefore, if the
model is used, the risk level can be measured using
the data of piloting ships when entering and leaving
the port. The port authorities can use this result to
make policy decisions, such as selecting areas that
require priority response. However, since this appli-
cation only used the traffic data of Busan Port for seven
days, itis necessary to improve the Accuracy by using
data for a more extended period. In addition, since the
application of the maritime traffic-based model only
considers environmental factors, it is necessary to
analyze the human factors in the future. In other
words, the current application is the probability of
leading to an accident in the environment if there is a
human factor failure.

6. Conclusion

This study proposed a prediction model for
advanced accident prediction during marine pilot
transfer. The study's novelty is the application of
artificial intelligence for accident predictions. 13
pre-accident factors were determined, with decision
trees and RFs trained to distinguish marine pilot
accidents and non-accident Variable Importance.
Using only decision trees and RFs is insufficient for
interpreting the decisions of RF models, thus
necessitating explainable ML approaches to analyze
the model. Significantly, workplace factors were
more important than environmental factors. Unim-
portant variables were the sea state, wind force, and
time of day outside the operators' control.

The model developed through this study was
applied using the maritime traffic data of Busan
Port, which is the most complex in South Korea. As
a result of the application, it was found that the
average probability of a pilot accident in Busan Port
was about 38.3 %, and it was confirmed that the
distribution of accident probability followed a
normal distribution. In other words, by using the
model of this study, it is possible to derive the
probability of a pilot accident in a specific port, and
it is judged that port authorities will be able to make
policy judgments using the data.

Overall, human factors have a more significant
influence on undesired event occurrence. Thus, the
adequacy of pilot boarding appliances and organi-
zation plays a vital role in preventing accidents.
Constant monitoring of equipment on both the
mother ship and the pilot cutter would be an effi-
cient method of preventing accidents. Furthermore,
organizations should ensure marine pilots are al-
ways alerted to prevent complacency.

Moreover, the model can be rerun after collecting
an increased dataset with further variables, such as
Ship Flag Authority, Classification Societies, ship
owner and manager, P&I club, which strong inspec-
tion regimes affect the safe managing of ships, and
additionally minimum safety manning and the actual
number of crew, relative height from boat to ship
deck, age of the marine pilot working hours, drug and
alcohol use, body mass index, and years on duty.

6.1. Implementation

The findings of this study present essential theo-
retical and managerial contributions for preventing
marine pilot occupational accidents and mitigating
the impact of accidents:
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1) With the proposed model, pre-accident factors
can be determined, and their relative Impor-
tance provides a supportive database for orga-
nizations to determine and implement working
conditions for marine pilots. Factors such as
maximum weather permits, wave height, and
precautions for ship types should be considered.

2) A reporting system for all pilot organizations
globally should be implemented). Respective
pilot associations or responsible authorities can
conduct report gathering and analysis. This data
can then be shared with the International Ma-
rine Pilots' Association as a general dataset for
future rule and regulation implementation, effi-
cacy control, and developments for arrangement

6.2. Limitations and future research

In this study, reports were collected from maritime
institutions globally. However, many organizations
need a robust database for accident records. On the
other hand, some organizations are unwilling to
share information; there needs to be a reporting
system, or the existing system needs to record all
facts in a minimum criterion, which is required to
predict future events using statistical methods.

This study's acquired dataset included a unique
gathering of 500 unique accident reports, which
could be extended in future research to perform a
larger-scale analysis. Furthermore, the low number
of reports accounting for other undesired events
(incidents, non-compliance, nonconformance, and
near-misses) is the main limitation of this study.
Nevertheless, maritime stakeholders should
consider the outcomes a crucial reference point.
Enlarging the dataset with a higher volume and
quality of reports is required to achieve a more
reliable ML analysis in the future.

In this study, there is a limit to the application to
Busan Port, the representative port of South Korea.
In the future, it will be applied to other ports to
derive the accident probability and use it to suggest
improvement measures to reduce the risk related to
pilotage accidents in each port.

Other factors that may cause accidents are age,
body mass index, alcohol/drug use, medication, fa-
tigue, historical illness, and a person's injury. Due to
the scarcity of data, these variables cannot be eval-
uated, which is a limitation of this study. In future
studies, marine pilot accident root causes and injury
statistics should be evaluated using fault and event
tree methodology. In addition, a vessel traffic

analysis based on real-time AIS (Automatic Identi-
fication System) data should be conducted to
determine the safety of pilots embarking/dis-
embarking ships through a minimum safe distance
calculation.
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Appendix A

The best parameters for both decision tree and RF
algorithms were selected using a grid search. The
parameter search was conducted with a five-fold
cross-validation on the whole dataset. This was
performed owing to low data availability, and for
the best model fit, where the explanations and in-
terpretations were the most accurate, rather than
relying on prediction accuracy.

The parameter grid for the decision tree involved
the following: the maximum tree depth from the set
{3, 4, 5, 6, 7, 8}, the minimum number of observa-
tions that must exist in a node for a split to be
attempted from the set {8, 10, 13, 15, 17, 20, 24}, and
the complexity parameter from the set {0.1, 0.05,
0.03, 0.01, 0.005, 0.001}.

The parameter grid for the RF involved the
following: the number of trees from the set {100, 200,
300}, the fraction of observations from the set {0.7,
0.8}, the fraction of variables from the set {0.6, 0.7,
0.8}, the maximum tree depth from the set {3, 5, 7},
the minimum number of observations that must
exist in a node for a split to be attempted from the
set {10, 15, 20}, and the complexity parameter from
the set {0.05, 0.01, 0.005}.

The best parameter sets determined based on the
AUC measure were {4, 13, 0.001} and {200, 0.7, 0.6, 7,
10, 0.01} for the decision tree and RF, respectively.
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Shapley values of random forest predictions
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Fig. B1. Shapley values the RF model's predictions for three distinct observations from the dataset. These are absolute values (not relative); hence, they

start at zero.
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