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RESEARCH ARTICLE

Smart Sounding Table Using Adaptive Neuro-Fuzzy
Inference System

Osman Unal*, Nuri Akkas

Sakarya University of Applied Sciences, Department of Mechanical Engineering, Sakarya, Turkey

Abstract

Marine engineers measure the liquid level (sounding depth) to calculate the volumetric content of a ship's tank. The
sounding depth is determined using an ullage pipe located at specific points on the tanks. To estimate the accurate
volume of liquid, considering the ship's trim and heel conditions, engineers use a tank table (sounding table) consisting
of hundreds of pages. However, this method is time-consuming and lacks intermediate values for sounding depth, trim,
and heel. Ship designers recommend to use linear interpolation for intermediate values, yet this process is also time-
consuming. This paper proposes the implementation of an Adaptive Neuro-Fuzzy Inference System (ANFIS) to digitize
the sounding table. To our knowledge, we are the first to apply the ANFIS method to develop a model for liquid volume
in non-uniform geometric tanks, accounting for different trim and heel conditions of the vessel. In this study, the
digitization of the sounding table using ANFIS is referred to as the Smart Sounding Table (SST). SST's accuracy is
validated against experimental values, revealing an R-squared value of 0.9999, a mean absolute percentage error of
0.3515, and a root mean square error of 0.0366. These metrics clearly show that the SST algorithm accurately and reliably
models experimental data. Marine engineers input three parameters (sounding depth, trim, and heel) into the SST,
enabling rapid and accurate determination of liquid volume in their tanks, without the need for interpolation or
exhaustive page searches.

Keywords: Marine engineers, Marine vessels, Sounding table, ANFIS

1. Introduction height—referred to as tank calibration charts, tank
tables, or sounding tables [3]. Numerous methods
exist in the literature for generating tank calibra-
tion tables, including the volumetric [4,5], geo-
metric [6,7], laser scanning [8,9], and Monte Carlo
[10,11] approaches. The volumetric approach, also
known as the liquid calibration method, involves
filling the non-uniformly shaped tank with a
known volume of calibration liquid to determine
the liquid height within the tank [12]. This process
is repeated at specific intervals, generating a cali-
bration table that shows the liquid volume corre-
sponding to incremental increases in liquid height
at specific intervals [13]. The liquid height is
measured at a predetermined point in the tank for
each volume increment. Water is typically used as
the calibration liquid owing to its low cost. Despite

A ccurate, precise, and reliable measurements

of liquid volume in tanks are essential for
the global fair trading of commercial liquids, the
safe discharge and loading of flammable petro-
leum products to prevent catastrophic accidents,
safe storage of hazardous waste oil, and the envi-
ronmentally sound release of blackwater (toilet
water) and greywater (bath water) into the sea
[1,2]. Liquid volumes within stationary land-based
tanks are determined based on liquid height.
When the tank's geometry is uniform, calculating
the amount of liquid is straightforward. However,
for tanks with non-uniform geometric shapes,
the liquid volume is determined using an incre-
mental table correlating volume with liquid
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its cost-effectiveness, the volumetric approach has
certain drawbacks [14]:

e Time expenditure: Depending on tank di-
mensions, the tank calibration process typically
takes 4—5 h. This leads to significant time losses
for operational processes, especially when many
tanks require calibration.

e Labor requirement: Calibration requires at least
two engineers or metrology specialists.

e Water consumption: The calibration process re-
quires the addition of water to the tank, resulting
in substantial water usage.

Conversely, the geometric method is preferred by
many tank designers because it has several advan-
tages such as time efficiency (calibration typically
takes 15—20 min), mitigation of wastewater con-
cerns, and the ability for a single specialist to
conduct the tank calibration [15].

With technological advancements, the laser
scanning method has evolved as a means of
measuring tank capacity. Researchers often prefer
to use the laser scanning method owing to its
simplicity and ability to determine tank capacity
with acceptable errors [16—18]. The laser scanning
method employs laser light emission to assess the
internal volume of the tank. Laser scanning en-
compasses both external and internal scanning.
External scanning involves measurements taken
with the laser scanner placed outside the tank,
avoiding potential interference from external
environmental obstacles. In internal scanning, the
tank's capacity is measured by positioning the laser
scanner inside the tank, provided the tank's bottom
remains constant [19].

The Monte Carlo method has been developed to
efficiently measure tank capacity while minimizing
costs. Being an effective approach, it is widely
adopted by researchers, similar to the laser scanning
method [20—22]. When utilizing the Monte Carlo
method for tank capacity measurement, the process
involves several steps. First, sensor points are
identified on the inner surface of the tank. Subse-
quently, using the sensor point locations and the
distances between each point along the tank surface,
a decision criterion is established to generate sam-
ple points. According to this criterion, the number of
sample points at different heights is calculated.
Lastly, the number of sample points and the corre-
sponding capacitance values linked to different
liquid levels are determined. This methodology
enables the most efficient determination of tank
capacity while utilizing a minimal number of sam-
ples and experiments [23].

The process of tank calibration is important for
ship designers. However, they do not distribute tank
calibration charts as digital data; instead, they pro-
vide marine engineers with only a sounding table
book. This sounding table book, comprising hun-
dreds of pages, causes substantial time loss when
engineers need to calculate tank volumes. Further-
more, owing to its prolonged use in the engine room
over the years, the sounding book may become
worn, soiled, and torn. In this study, we propose to
digitize the sounding table using the Adaptive
Neuro-Fuzzy Inference System (ANFIS) technique,
aimed at streamlining marine engineers' tasks.
ANFIS, a subset of artificial neural networks, com-
bines neural networks and fuzzy logic [24,25]. Its
wide application stems from its ability to solve
strongly non-linear real-world problems, leveraging
the strengths of both neural networks and fuzzy
logic [26—30]. In contrast to stationary land-based
tanks, the calculation of liquid volume in marine
tanks is influenced not only by the liquid level's
height but also by the vessel's position and inclina-
tion. The determination of liquid volume relies on
three input parameters—depth, heel, and trim.
Consequently, creating a model for the tank cali-
bration chart of marine vessels is difficult, given its
highly non-linear nature. Therefore, in this study,
we use the ANFIS technique to model the sounding
table. The digitization of the tank sounding table for
marine vessels using the ANFIS technique is the
novelty and main contribution of this paper. Marine
engineers can input the three parameters (sounding
depth, trim, and heel) into the proposed novel
model, enabling them to immediately obtain the
liquid volume in the tanks without resorting to
interpolation or searching through hundreds of

pages.

2. Sounding table

Marine engineers measure the ullage or sounding
depths to calculate the liquid content within the
tanks of marine vessels. Sounding depth refers to
the liquid height, and ullage depth is determined by
subtracting the sounding depth from the total tank
height. Fig. 1 shows both ullage and sounding
depths.

The advantage of determining ullage depth is that
it is an easier measurement that minimizes
contamination of the sounding measuring equip-
ment suspended from the top of the tank when the
tank is nearly full with a viscous fluid such as crude
oil.

Unlike stationary tanks on land, tanks on ships
can experience inclinations to the starboard (right)



JOURNAL OF MARINE SCIENCE AND TECHNOLOGY 2023;31:273—282

Ullage Depth

Fig. 1. Ullage and sounding depths.

or port (left) sides, as well as fore (forward) or aft
(backward), depending on the ship's orientation.
Thus, marine engineers must calculate the liquid
volume within the tanks when the ship inclines in
these directions. Because the fluid quantity in the
tanks is determined based on the liquid height, this
height will vary with the ship's inclination. In such
situations, marine engineers use correction tables to
calculate the amount of liquid inside the tanks. The
sounding table includes both the heel and trim
correction tables. The heel correction table is used to
correct the liquid level (sounding depth) for the
starboard or port inclination of the vessel. Mean-
while, the trim correction table is used to determine
the liquid volume based on the vessel's inclination
towards the stem (fore) or stern (aft). The usage of
the sounding table can be summarized in the
following steps:

#Step 1. Determine three input parameters: the
liquid height within the tank, the vessel's heel, and
the vessel's trim. For this example, let us assume
that marine engineers measured the ullage depth of
the liquid to be 1518 cm. The total height of the tank

275

is 1822.8 cm, indicating a sounding depth of
304.8 cm (1822.8 — 1518 = 304.8). The ship's heel is
—1° (a negative value implies that the vessel is tilted
to the port side), and the ship's trim is 2 m by the
stern (indicating an inclination of the vessel towards
the back).

#Step 2. Use the heel correction table

Table 1 shows an example of a heel correction
table used for tanks in a marine vessel. Negative
corrections signify an inclination towards the port
side, while positive values indicate an inclination
towards the starboard side, both measured in de-
grees. For example, if the ship tilts by 1° to the port
side, an ullage depth of 1518 cm should be adjusted
as 1518 — 4 = 1514 cm. This corrected value
(1514 cm) must be used in the trim correction table
to determine the liquid content.

If the ship is not inclined to either port or star-
board, the heel correction table is not used, and the
liquid volume can be directly derived by inputting
the value of 1518 cm into the trim correction table.

#Step 3. Use the trim correction table to determine
the liquid volume in cubic meters

In Step 2, the ullage depth was determined to be
1514 cm after heel correction. The point of inter-
section for the 1514 cm ullage depth and a stern trim
of 2 m yields a value of 47.10 m°.

The trim correction table encompasses three sce-
narios. Even keel denotes a situation where there is
no inclination through the fore and aft directions of
the ship. Trim by stem (1 m) signifies that the ship's
fore descends into the sea by an additional meter
compared to the aft. Because the propeller must be
submerged in the water, marine vessels are usually
designed as stern-inclined. Therefore, only one
meter is considered for trim by stem in Table 2.
Finally, trim by stern denotes how much deeper the
ship's aft sinks compared to the fore. All volumes
specified in the trim correction table are in cubic
meters.

These three steps clearly show that determining
liquid volume using the sounding table is a time-
consuming process. Both heel and trim correction

Table 1. Heel correction table (The heel correction determined in Step 2 is highlighted in bold).

Ullage Depth (cm) Sounding Depth (cm) Heel by Port (degree) Heel by Starboard (degree)
—4 -3 -2 -1 1 2 3 4

1516 306.8 -15.9 -11.9 —8.0 —4.0 4.0 8.0 11.9 15.9
1518 304.8 -15.8 -11.9 -7.9 —4.0 4.0 7.9 11.9 15.8
1520 302.8 -15.7 -11.8 -7.9 -3.9 3.9 7.9 11.8 15.7
1522 300.8 -15.6 -11.7 -7.8 -3.9 3.9 7.8 11.7 15.6
1524 298.8 —15.5 -11.7 -7.8 -3.9 3.9 7.8 11.7 15.5
1526 296.8 -15.4 —11.6 -7.7 -3.9 3.9 7.7 11.6 15.4
1528 294.8 -15.3 -11.5 —7.7 -3.8 3.8 7.7 11.5 15.3
1530 292.8 -15.2 -11.4 -7.6 -3.8 3.8 7.6 11.4 15.2
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Table 2. Trim correction table (The trim correction determined in Step 3 is highlighted in bold).

Ullage Depth (cm) Sounding Depth (cm) Trim by Stem 1 m Even Keel Trim by Stern (meter)
1 2 3 4

1510 312.8 48.18 48.09 48.01 47.92 47.83 47.75
1512 310.8 47.77 47.68 47.60 47.51 47.43 47.34
1514 308.8 47.36 47.27 47.19 47.10 47.02 46.93
1516 306.8 46.95 46.87 46.78 46.70 46.61 46.53
1518 304.8 46.55 46.46 46.38 46.29 46.21 46.12
1520 302.8 46.14 46.06 45.97 45.89 45.80 45.72
1522 300.8 45.74 45.65 45.57 45.49 45.40 45.32
1524 298.8 45.34 45.25 45.17 45.08 45.00 44.92

table must be taken into account. Furthermore,
these correction tables do not include intermediate
values. For example, an ullage depth of 1513 cm is
not provided in the trim correction table. To address
this, ship designers advise using interpolation for
such intermediate values. However, interpolation in
the heel and trim correction tables is time-
consuming. Marine engineers are required to
monitor the liquid quantities in numerous tanks
daily, which entails performing multiple in-
terpolations for each tank using the heel and trim
correction tables. This issue leads to a considerable
time inefficiency. In this study, we propose to digi-
tize the sounding table using ANFIS, aiming to
improve time efficiency. Moreover, the digitization
model developed in this study can potentially be
integrated with real-time tank level monitoring
systems [31—36] interfaced with the computer in the
cargo operation room on the ship. This setup would
enable instantaneous and continuous determination
of the fluid volume within each tank on the ship,
utilizing the ship's trim and heel data.

3. Adaptive Neuro-Fuzzy inference system

The Adaptive Neuro-Fuzzy Inference System
(ANFIS), first developed in 1993, is a hybrid pre-
dictive model that leverages both neural network
[37] and fuzzy logic [38] to establish mapping re-
lationships between inputs and outputs. The fuzzy
logic system possesses learning capabilities, while
the neural network operates as a comprehensive
interpreter. ANFIS effectively uses these features to
construct accurate models [39]. The preliminary
data is passed through a set of constraints to
decrease the optimization search space using the
fuzzy system, and the adaptation of previous prop-
agations to the designed network is performed by
the neural networks to control the fuzzy parametric
values.

The purpose of the fuzzy inference system is to
establish a proper relationship between input and
output parameters using fuzzy logic. ANFIS, being a

sub-branch of adaptive networks, is functionally
related to fuzzy inference systems. Therefore,
ANFIS is a suitable technique for mapping strongly
non-linear relationships between multiple input
and output parameters [40]. In this study, there are
three input variables (sounding depth, heel, and
trim) and one output (liquid volume). Because each
input parameter has two membership functions,
there are a total of eight rules (2° = 8). The schematic
of the ANFIS structure in the MATLAB environ-
ment is shown in Fig. 2.

ANFIS structure contains five layers: fuzzification,
product, normalization, defuzzification, and output.

Layer 1: Fuzzification of input variables using
membership functions

In the ANFIS structure of the projection welding
model, a, b, and c are the input parameters denoting
sounding depth, heel, and trim, respectively. A;, A,,
B4, By, Cy, and C; are the fuzzy variables that can be
calculated using the following equations. In equa-
tions (1)—(3), n values are the membership functions
of each fuzzy variable.

Ai=pai(a),i=1,2 (1)
Bi=ug(b),i=1,2 (2)
input inputmf rule outputmf output

Fig. 2. ANFIS structure in the MATLAB environment.
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Ci=nc(c),i=1,2 (3)

Equation (4) shows an example calculation of
membership functions for the fuzzy variables A,
depicted as a bell-shaped function. In equation (4),
{k; 1, m;} represent the antecedent or premise pa-
rameters for each membership function.

@)= i=12 ()

(5
Layer 2: Incentive strength of each rule

The incentive strength of rules can be calculated
using the following equation:

Wi =pai(a) X pg(b) X piei(c),i=1,2 (5)
Layer 3: Normalizing the firing or incentive
strengths

This layer can be described as the ratio of the
incentive strength of each rule to the sum of all the
rules' incentive strengths. Equation (6) shows the
calculation process for normalization.

= Wi .
Wlfzwi,lfl,z (6)
Layer 4: Defuzzification
This layer represents the output of each rule and
can be expressed using the following equation. In
equation (7), {a, B, v, 6} can be determined through
the least square method.

W, fi=Wi.(a.a+B.b+y;.c+0;) (7)

Layer 5: Final output
The overall output of all incoming signals is
calculated using equation (8).

T
Zwi.ﬁ:w,i:l,z (8)

Equation (8) represents the liquid volume as
the output of all processes. Fig. 3 shows the general
structure of ANFIS. As a result of these processes,
the relationship between the three inputs (depth,
heel, and trim) and the output (tank volume) is
modeled by the ANFIS method, which is a com-
bination of fuzzy logic and artificial neural net-
works. In Fig. 3, the symbols “Ullage Depth,”
“Heel,” and “Trim” represent the input layer, while
the symbol “Volume” represents the output layer.
The remaining symbols represent intermediate
layers and serve as coefficients used to determine
the correct relationship between the input values
and the output value. After these coefficients are
determined wusing fuzzy logic, the model is
finalized.

The sounding depth range is limited from 0 to
214 cm, while the heel range is from —4 to +4°. The
trim range is from —1 to +4 m. Fifty percent of the
values in the sounding table were used for gener-
ating and training the ANFIS model. These values
were used to determine coefficients for intermediate
layers. The remaining 50% of the data was used to
test the ANFIS model. Both training and test data
are significant. A large set of training data enhances
the quality of the model, while a large set of test data
ensures that the reliability of the model is accurately
controlled. Upon validation using the test data, it
was determined that the ANFIS model was 99.9%
compatible with the test data.

4. Results and discussion

In this section, an ANFIS-based model was
developed using the heel and trim correction charts
in the sounding table. By inputting the depth, heel,
and trim values into this model, the liquid volume
in the tank can be quickly calculated in a digital
environment. While improving this model, named
Smart Sounding Table (SST), a subset of 324 data
entries out of the total 648 in the sounding table was
reserved to test the accuracy of the model. The SST
model was trained using the remaining 324 data
entries. Subsequently, the test data and the re-
sponses generated by the SST model were
compared. Four most popular evaluation metrics in
the literature [41—43] were used to determine the
quality of the SST model: the coefficient of deter-
mination (R?), the mean absolute error (MAE), the
mean absolute percentage error (MAPE, %), and the
root mean squared error (RMSE).

In the literature, the coefficient of determination
quantifies the degree of compatibility between the
developed model and the original data. It assumes
values from zero to one. If the coefficient of deter-
mination equals to zero, the model does not predict
the original data. When the coefficient of determi-
nation is between zero and one, the model partially
predicts the original data. If the coefficient of
determination is one, the model accurately predicts
the original data [44]. Equation (9) shows the for-
mula for the coefficient of determination:

R2— Z?:l (yi _fl)i
Yia(i—9)

In equation (9), y; denotes each original value,
represents the estimated value obtained from the
SST model, ¥ represents the average value of the
original data, and # is the number of measurements.
The coefficient of determination for the SST model

©)
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Fig. 3. ANFIS architecture.

was investigated based on both the 324 training data
entries and the 324 test data entries. The calculated
R? values for the training dataset and the test dataset
were 0.999994670878718 and 0.999978034438207,
respectively. In general, a coefficient of determina-
tion value greater than 0.99 indicates a good rela-
tionship between the predicted and actual results
[45].

Absolute error is the amount of error in mea-
surements, expressed as the difference between the
responses of the developed model and the actual
values. The mean absolute error is the average of
all absolute errors. The accuracy of a forecasting
system is determined using the mean absolute
percentage error, also referred to as the mean ab-
solute percentage deviation. When the units of the
variable are scaled to percentage units, facilitating
comprehension, the mean absolute percentage
error is the most frequently used metric for antic-
ipating errors. The lowest possible mean absolute
percentage error is 0, which corresponds to a per-
fect prediction. The formulas used to calculate the
mean absolute error and the mean absolute per-
centage error are provided in equations (10) and
(11) [46,47]:

MAE=2S" (5~ f) (10)

n

mare-1577 (1) (1)

The mean absolute errors were calculated as
0.0217 m*® and 0.0299 m> based on the training and
test datasets, respectively. Considering the tank's
approximate capacity of 50 cubic meters, a volume
error less than 0.03 cubic meters is within reason-
able limits. An error of 0.06% clearly indicates that
the model fits well with the real data. The mean
absolute percentage errors are 0.3515% for the
training dataset and 0.4829% for the test dataset.
These errors, both under 0.5%, are insignificant.

The root mean square error is the square root of
the mean squared error resulting from the differ-
ence between the actual and estimated data. It
measures the distribution of residuals, serving as an
indicator of how far the developed model is from
the original data. When the value approaches zero,
the data are concentrated around the prediction
model. Equation (12) shows the formula of the root
mean square error [48]:

RMSE=1\["S™" (3~ f)’ (12)

According to equation (12), the root mean
square errors calculated from the training and test
data were 0.0366 and 0.0747, respectively. The ob-
tained results clearly show that the deviation of the
responses of the improved SST model from the
original data is negligibly small. These results indi-
cate that the SST model and the actual dataset
(sounding table) are in agreement. To more clearly
show the compatibility of the improved SST model
with the test data, Table 3 was created by randomly
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Table 3. 25 randomly selected original data entries and responses of
SST.

Data from the Responses Percentage
Sounding Table (m3) of SST (m®) Error (%)
8.3340 8.3533 0.2316
22.1000 22.0909 0.0412
16.5990 16.5923 0.0404
25.5820 25.5989 0.0661
41.7240 41.7019 0.0530
26.9740 26.9766 0.0096
21.4270 21.4165 0.0490
2.5940 2.5807 0.5127
26.6740 26.6754 0.0052
45.3470 45.3445 0.0055
41.5700 41.5712 0.0029
8.3340 8.3533 0.2316
20.8640 20.8492 0.0709
12.1830 12.2093 0.2159
44.0770 44.0772 0.0005
4.5140 4.5252 0.2481
36.4950 36.4607 0.0940
3.3590 3.3842 0.7502
2.8620 2.8478 0.4962
17.5750 17.5876 0.0717
19.0330 19.0411 0.0426
18.3000 18.3225 0.1230
35.5000 35.4614 0.1087
3.2170 3.2431 0.8113
18.3000 18.3225 0.1230

selecting 25 data entries from 324 test data entries.
Table 3 includes the 25 randomly chosen test data
entries, the responses of the SST model, and the
percentage error for each data entry. According to
Table 3, the maximum percentage error across these
25 test data entries is less than 1%. This implies that
the developed SST model is compatible with the
original data.

After validating the developed SST model using
the actual dataset obtained from the sounding table
book, a three-dimensional graph of the SST model
was generated (Fig. 4). The SST model is a

50
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Fig. 4. 3D responses of the SST model.

continuous function with three inputs and one
output. The input parameters of this model are a
depth ranging from 0 to 214 cm, a heel varying
from —4 to +4°, and a trim ranging from —1 to
+4 m. In the developed SST model, any value in
the abovementioned range can be selected as an
input parameter. The SST model outputs the vol-
ume in cubic meters corresponding to these three
input parameters. Fig. 4 shows the volume values
derived from the insertion of 150 randomly
selected depth, heel, and trim values into the SST
model. The color of the circles in Fig. 4 represents
the volume values.

5. Conclusion

In this study, the frequently used sounding table
book, comprising numerous pages, was digitized
using ANFIS. To our knowledge, we are the first to
apply the ANFIS method for constructing a model
that computes the liquid volume within non-uni-
form geometric tanks under varying trim and heel
conditions of the vessel. The developed model has
three inputs (depth, heel, and trim) and a single
output (liquid volume). Using the improved model
(SST), marine engineers will be able to determine
the liquid quantity in the tanks by inputting the
values for depth, heel, and trim, without the need
for interpolating or searching through hundreds of
book pages. The SST model presented in this paper
was validated using the four most commonly used
evaluation metrics in the literature. R>, MAE, MAPE,
and RMSE were calculated as 0.99, less than 0.03,
less than 0.5%, and less than 0.075, respectively.
These evaluation metrics clearly show that the re-
sponses of the SST model and the actual data are in
agreement. SST can be applied to any tank model
on any ship. The MATLAB code required for SST
modeling is provided in the Appendix. The Ap-
pendix also provides a link to Google Drive con-
taining a section of the sounding table book from an
actual ship and the code pertinent to the SST model.
Using this code, marine engineers can develop their
own SST models for their tanks, thereby saving time
while on the ship. In the future, the SST model can
be integrated with the real-time level measurement
equipment aboard the vessel. This real-time mea-
surement capability could ensure the continuous
and instantaneous accurate measurement of tank
volume.
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Appendices
Appendix A. Trim correction table

cle,clearvars,close all

%Trim Correction Table

data=xlsread('datal'); [m,n]=size(data); tr=1:2:m-1; te=2:2:m;

testData=data(te,:); pdata=data; pdata(te,:)=[]; trainingData=pdata;,

clear pdata

options = anfisOptions('Initial FIS',[10 10],'EpochNumber',1000,'ValidationData',testData);
[fis,trainError,stepSize,chkFIS,chkError]=anfis(trainingData,options);

writefis(fis,'fs1');

Appendix B. Heel correction table

cle,clearvars,close all
%Heel Correction Table

data=xIsread('data2'); [m,n]=size(data); tr=1:2:m-1; te=2:2:m;

testData=data(te,:); pdata=data; pdata(te,:)=[]; trainingData=pdata;

clear pdata

options = anfisOptions('[nitial FIS',[10 10],'EpochNumber’,1000, 'ValidationData',testData);
[fis,trainError,stepSize,chkFIS,chkError]=anfis(trainingData,options);

writefis(fis,'fs2');

Appendix C. Smart sounding table

function v=sst(depth,heel,trim)

%Smart Sounding Table

fisl=readfis('fs1"); fis2=readfis('fs2'); depth=depth+evalfis([depth,heel],fis1);
if depth<0; depth=0; end

if depth>214; depth=214; end

v=evalfis([depth,trim],fis2);

end
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Appendix D. Plot solution

Clc,clearvars,close all

dpth=randi([0,214],150,1); hl=randi([-4,4],150,1); trm=randi([-1,4],150,1); v=sst(dpth,hl,trm);

scatter3(trm,hl,dpth,50,v, 'filled")

view(-34, 14)

xlabel('Trim (meter)','FontSize',14)

ylabel('Heel (degree)','FontSize',14); ylim([-4 4])
zlabel('Sounding Depth (centimeter)','FontSize',14)
c=colorbar;

c.Label.String='Volume (cubic meter)';
c.FontSize=14;

set(gef,'color','w');

Appendix E. Google drive link

https://drive.google.com/drive/folders/
1CEKeWkZb80Foc1VxrlIghNIjXYE3hEOM?
usp=sharing
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