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RESEARCH ARTICLE

Predefined-time Neural Sliding Mode Control Based
Trajectory Tracking of Autonomous Surface Vehicle

Han Xue*, Shulin Li

College of Navigation, Jimei University, Xiamen 361021, Fujian, China

Abstract

With the progress and development of modern industry, it is urgent to develop a more general and mature predefined
time control theory system for uncertain nonlinear systems and apply it to practical engineering systems. Therefore, a
novel predefined-time sliding mode control is designed to improve the slow convergence speed of asymptotically
convergent controllers and finite-time convergent controllers affected by the initial state of the system. The proposed
control approach is proved to converge from the initial value to the balance position using Jensen's inequality and
Liapunov theorem. The proposed control method can deal with the ship motion system having six Degree-Of-Freedom
(DOF) under external disturbance and parameter uncertainty. Furthermore, there are several application scenarios to
simulate the proposed algorithm, such as the ship which is required to achieve ideal control accuracy in a short and fixed
time. Alternatively, an unmanned ship is required to arrive at the desired location within the specified time. To sum up,
this algorithm can extend some existing theoretical results on finite-time and fixed-time control to the predefined-time
case.

Keywords: Predefined-time control, Sliding mode control, Unmanned surface vessel

1. Introduction

1.1. Background and motivation

M ost ships and automobiles usually need to
meet various convergence time constraints

during autonomous driving. The finite-time stability
control method helps in developing fast controllers
for nonlinear systems and has obvious advantages
over the traditional control methods. However, it
also suffers from some challenges.

(1) the stable time cannot be predefined in advance;
(2) it is a challenging problem to meet the various

requirements of different users.

Meanwhile, practical nonlinear systems need to
estimate the system convergence time.

1.2. Related work

Nowadays, motion control of autonomous vehicle
systems has become increasingly popular [1e3]. In
practical situations, predefined-time convergence
has been recently used for improving ship control.
For instance, Liang studied the scheduled formation
tracking control problem of networked surface ve-
hicles with external interference [4]. Moreover,
Souissi developed a method for the parameters
system selection to guarantee the convergence of
the tracking errors to the origin in a prespecified
time [5]. As for Yang, he addressed predefined time
formation tracking of networked autonomous sur-
face vehicles [6]. Finally, Wang proposed a pre-
defined time-sliding mode arrival law [7].
Recently, the predefined-time sliding mode has

been widely studied. For instance, Mazhar studied
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the predetermined time convergence for a class of
second-order nonlinear systems [8]. In addition, Xu
proposed an adaptive sliding mode control scheme
with practical predefined time convergence [9]. As
for Ju, he designed a high-order predefined time
extended state observer [10]. Furthermore, Liang
discussed distributed predefined time estimation
and local tracking [11]. In addition, Liu proposed the
globally predefined time stability [12]. Moreover,
Sun studied the predefined time trajectory tracking
control of uncertain nonlinear robots [13]. Ferrara
used sliding surface switching to ensure conver-
gence in a predetermined time [14] and Huang
designed a distributed predefined time fractional
sliding mode controller [15]. Moreover, Shao pro-
posed a method for designing a predefined time
adaptive sliding mode controller with a specified
convergence region [16] and Tang proposed a
design scheme of a predefined time controller
which could adjust the settlement time arbitrarily
and accurately when interference is detected [17].
Added to that, Yu proposed a non-singular fast
terminal sliding mode control with a predetermined
time [18] and Huang designed a distributed pre-
defined time sliding mode controller [19]. Further-
more, Tao studied the predefined time of multiple
Euler-Lagrange systems with dynamic leaders [20]
and Ma designed a predefined time barrier function
adaptive sliding mode control for disturbed systems
[21]. As for Li, he studied the sliding mode control
synchronization of chaotic systems based on a pre-
determined time polynomial function [22] and Liang
discussed the predefined time stabilization of
Takagi-Sugeno fuzzy systems [23]. Finally, Ni pro-
posed a global adaptive neural network tracking
control to realize the tracking error converging in
the predetermined time [24].
However, there is still a lot of work to improve the

predefined time control, such as dealing with
disturbance. Therefore, it is necessary to extend
some existing theoretical results, applied to finite-
time and fixed-time control, to generate them on the
predefined-time case.

1.3. Contributions

The contributions of this word are summarized as
follows.

(1) A novel predefined-time sliding mode control is
designed;

(2) The control approach is proved to converge from
the initial value to a balance position based on
Jensen's inequality. It is proved that the system
converges from its initial to its balance position;

(3) The proposed control method can deal with ship
motion systems having six Degree-Of-Freedom
(DOF) exposed to external disturbance and pa-
rameter's uncertainty.

2. Preliminaries and problem statement

2.1. System model

The ship's motion is shown in Fig. 1.
Referring to Fig. 1, the following variables are

used: h represents the position and attitude of ship,
n is the velocity vector, u indicates the surge velocity,
v is the sway velocity, r shows the yaw velocity, x is
the surge position, y represents the sway position,
and j is the yaw angle. Moreover, z indicates the
heave position, q represents the pitch angle, f is the
roll angle, and w is the heave velocity. Finally, p
represents the roll velocity, q is the pitch velocity,
and J indicates the transformation matrix. The six
DOF control equations for ships can be represented
in the following form [25e28]:

_h¼ JðhÞy ð1Þ

M1 _yþC1yþD1yþ gðhÞ þ g0 ¼ tþ t1 ð2Þ

h¼½x;y; z;f;q;j�T ð3Þ

y¼ �u;v;w;p;q; r�T ð4Þ

where M1 is the weight inertia and hydrodynamic
additional inertia, D1 represents the linear hydro-
dynamic damping parameter matrix, and t is the
input force and moment, C1 indicates the Coriolis
and Centripetal torques matrix and t1 is the distur-
bance. Moreover, g is a vector of generalized gravi-
tational and buoyancy forces. The static restoring
forces and the moments due to ballast systems and
water tanks are collected using the g0 term.
Furthermore, t has six components where the

attitude is controlled by three horizontal fins, two
vertical ones, and the propeller's speed of rotation n.

Fig. 1. Model of the ship motion.
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In addition, ds is the force along the port and star-
board stern plane, dbp represents the force along the
port bow plane, dbs indicates the force along the
starboard bow plane, dr represents the torque by the
top and bottom stern rudder, and db is the torque by
the top and bottom bow rudder.
Consider the uncertainty modeling, such as DM,

DC, DD.

M1¼MþDM ð5Þ

C1¼CþDC ð6Þ

D1¼DþDD ð7Þ
where M is the nominal weight inertia and hydro-
dynamic additional inertia, D represents the nomi-
nal linear hydrodynamic damping parameter
matrix, and C shows the nominal Coriolis and
Centripetal torques matrix. Thus, Eq. (2) can be
rewritten as shown below:

M _yþCyþDy¼ tþ td ð8Þ
where td is the uncertain model and disturbance,
and

td¼d�DM _y�DCy�DDy� gðhÞ � g0 ð9Þ

2.2. Predefined-time stable

Lemma 1 [29,30]. If there exists a continuous
radially unbounded function V satisfying the
following constraint:

_x¼ f ðxÞ ð10Þ

Vð0Þ¼0 ð11Þ

VðxÞ > 0;cxs0 ð12Þ
and the derivative of V along the trajectories of the
system, expressed by Eq. (10), satisfies the following:

_V� � a

m
ebVmV1�m ð13Þ

where 0<m � 1, a > 0, b > 0, then the origin is
globally predefined-time stable for the system
expressed by Eq. (10) where T � 1

ab
.

3. Main results

The algorithm targets the trajectory tracking con-
trol method for a ship and it comprises the following
steps.

1. Obtaining the motion reference of the ship;
2. Building the ship motion model. The motion

data is used to adjust the ship's state whereas the
input adjustment data is generated according to
the comparison result;

3. Calculating the offset between the ship motion
data and the motion reference. The motion
adjustment data is generated according to the
comparative results of the deviation.

Assumption 1. The disturbances and the model
unknown items are bounded.

3.1. Predefined-time control strategy

Taking the time derivative of Eq. (1) results in the
following:

€h¼ _Jyþ J _y ð14Þ
Referring to Eqs. (1) and (14), one can get:

y¼ J�1 _h ð15Þ
and

_y¼ J�1ð€h� _JyÞ ð16Þ
Therefore, substituting Eqs. (15) and (16) into

Eq. (8) results in the following:

MJ�1
�
€h� _JJ�1 _h

�þCJ�1 _hþDJ�1 _h

¼MJ�1€hþ �CJ�1þDJ�1�MJ�1 _JJ�1
�
_h

¼ tþtd

ð17Þ

Moreover, denote hd and ~h as the desired trajectory
and the tracking error of the trajectory, respectively,
one can write:

~h¼h� hd ð18Þ

Thus, the sliding mode surface can be repre-
sented as follows:

s¼ _~hþ ~h

aTk~hkae
k~hka ð19Þ

where 0<a�1.
Taking the time derivative of Eq. (19) results in:

_s¼
�
a
~h~hT

k~hk2þ
�
I�a

~h~hT

k~hk2
�

1
k~hka

�
1

abT
ek~hk

a _~hþ €~h ð20Þ

Furthermore, denote the sum of estimated
disturbance and the uncertain model of td as btd. The
control input is represented as follows:
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where k is the gain, the exponent c � 1, 0<d � c�1,
and I is an three-dimensional identity matrix.

3.2. Neural network

Given the presence of external disturbances and
parameter variations in an uncertain ship environ-
ment, a Neural Network (NN) is employed to
approximate the uncertain model. The NN archi-
tecture is shown in Fig. 2.
Concerning td, it is computed by the neural

network using the below equation:

td¼WThþ 3 ð22Þ
where W is the weight matrix. 3 is the approxima-
tion error of the neural network, and

jj3jj<k (23)

Moreover, h represents the Radial basis function
which is expressed as follows:

hðzÞ¼ e�
ðz�mÞT ðz�mÞ

2s2 ð24Þ
where z is input, m is the center vector of hidden
layer neurons, and s is the width of the radial basis
function.

The estimated value of td is computed as follows:

td¼btd þ ~td ð25Þ
where ~td is the estimation error of td.
Furthermore, the weight of the NN is composed as

follows:

W¼cW þ ~W ð26Þ
Finally, btd is computed using the NN as

follows:

btd¼cWT
h ð27Þ

Subtracting Eq. (27) from Eq. (23) results in:

~td¼ ~W
T
hþ 3 ð28Þ

where 3 is the approaching error.
The adaptive law of the estimated NN weight is

designed as follows:

_cW ¼ �1
2
ckskc�2sThþ 1

2dT2

~W
T

~W
T ~W

�
~W

T ~W
�1�d

eð ~W
T
~WÞd

ð29Þ
where the coefficient T2 must be strictly positive.
It can be proven that a NN can obtain a certain

solution when the number of iterations approaches
infinity, which satisfies the Lipschitz condition. In
this case, with a complete norm and Lipschitz con-
stant, the NN is convergent. In fact, the convergence
can be described as follows: given a maximum number
of iterations and an error limit, each step of the weight
correction in the back-propagation algorithm will reduce
its approaching error, and the component of the weight
vector will move along the direction of the gradient
reduction. In theory, convergence occurs when the
sample size is large enough and the number of
iteration steps is enough. In fact, it is possible that,
when the iteration reaches a certain number, the
approaching error would be smaller than the error
limit. Thus, the weight vector meets the re-
quirements and the network training is successful.

Fig. 2. Structure of the neural network.

t¼ �CJ�1 þDJ�1 �MJT _JJ�1
�
_hþMJ�1€hd �MJ�1ksgnðsÞ �MJ�1

�
a
~h~hT

k~hk2 þ
�
I� a

~h~hT

k~hk2
�

1
k~hka

�
1
aT

ek~hk
a _~h� btd

�MJ�1 s

cdT2kskcd
eksk

cd¼ �CþD�MJ�1 _J
�
J�1 _hþMJ�1€hd �MJ�1ksgnðsÞ�

MJ�1

�
~h~hT

k~hk2 þ
j~hk2I� a~h~hT

ak~hk2k~hka
�

ek~hk
a _~h

T
� btd �MJ�1seksk

cd

cdT2kskcd
ð21Þ
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Moreover, the gradient limits can be also used as a
condition for iteration termination. In this case,
convergence means that the gradient update
amount is less than a certain value after a certain
iteration number. Hence, the weight vector that
meets the convergence requirements is obtained.

3.3. Convergence proof

Lemma 2 (Jensen's inequality). For a convex
function, the following inequality is satisfied:Pn

i¼1f ðxiÞ
n

� f
�Pn

i¼1xi
n

�
ð30Þ

Lemma 3. If f is twice continuously differen-
tiable and always positive (v

2f
vx2 �0), then f(x) is a

convex function.
Lemma 4. If f1(x) and f2(x) are both twice contin-

uously differentiable, and the following inequalities
are satisfied (refer to Eq. (31)).

f 1
00 ðxÞ�0; f 1'ðxÞ � 0; f1 ðxÞ � 0; f200ðxÞ � 0; f2'ðxÞ � 0;

f2ðxÞ � 0

ð31Þ
then f1(x)$ f2(x) is a convex function.

Proof. The second derivative of f1(x)f2(x) is

v2
�
f1f2
�

vx2
¼ v

vx

�
v
�
f1f2
�

vx

�
¼ v

vx

�
f1'f2þ f1f2'

�
¼ f1

00
f2þ f1'f2'þ f1'f2'þ f1f2

00 ¼ f1
00
f2þ2f1'f2'þ f1f2

00

ð32Þ
From Eq. (31), we get:

v2
�
f1f2
�

vx2
� 0 ð33Þ

Therefore, according to Lemma 2, f1(x)f2(x) is a
convex function.
Theorem 2. For the nonlinear kinematics and dy-

namics equations of the ship, the control law is
designed according to Eq. (21). Therefore, the error
will converge to the origin within a predetermined
time.
Proof: The Lyapunov function is defined as

follows:

V¼kskc þ ~W
T ~W ð34Þ

Taking the time derivative of Eq. (34) results in
obtaining the derivative of Eq. (34):

_V¼ ckskc�2sT _sþ 2 ~W
T _~W ð35Þ

Substituting Eq. (20) into Eq. (35) results in the
following:

_V ¼ ckskc�2sT
��

a
~h~hT

k~hk2 þ
�
I � a

~h~hT

k~hk2
�

1
k~hka

�
1
aT

ek~hk
a _~h

þ€~h
�þ 2 ~W

T _~W

ð36Þ
In addition, substituting Eq. (17) into Eq. (36)

leads to:

_V ¼ ckSkc�2ST

��
a~h~hT

k~hk2 þ
�
I� a

~h~hT

k~hk2
�

1
k~hka

�
ek~hka _~h
aT

þ�MR�1
��1�

tþ td �
�
CRT þDRT �MRT _RRT

�
_h
��

þ2 ~W
T _~W

ð37Þ
Substituting Eq. (21) into Eq. (37) results in:

_V¼ � ckskc�2sT
 
ksgnðsÞþ seksk

cd

cdT2kskcd
�~td

!
þ 2 ~W

T _~W

ð38Þ
Finally, substituting Eq. (29) into Eq. (38) yields

in:

_V¼ � ckskc�2sT
 
k sgnðsÞþ seksk

cd

cdT2kskcd
� 3

!
� 1
dT2

�
~W

T ~W
�1�d

eð ~W
T
~WÞd

� � ckskc�2

 
k
		sT		þksk2�cdeksk

cd

cdT2
�		sT3		!

� 1
dT2

�
~W

T ~W
�1�d

eð ~W
T
~WÞd

ð39Þ

According to Cauchy-Schwarz inequality, the
inequality presented in Eq. (39) is written as follows:

_V� � ckskc�2

 		sT		ðk�k3kÞþksk2�cdeksk
cd

cdT2

!
� 1
dT2

�
~W

T ~W
�1�d

eð ~W
T
~WÞd

ð40Þ

Since jj3jj<k, the inequality of Eq. (40) can be
written as follows:

_V��kSkc�2kSk2�cdekSk
cd

dT2
� 1
dT2

�
~W

T ~W
�1�d

eð ~W
T
~WÞd

¼� 1
dT2

ðkSkcÞ1�dekSk
cd � 1

dT2

�
~W

T ~W
�1�d

eð ~W
T
~WÞd

¼� 1
dT2

�
ðkSkcÞ1�dekSk

cd þ� ~WT ~W
�1�d

eð ~W
T
~WÞd
� ð41Þ

Since ex
d �0, vex

d

vx ¼ ex
d
dxd�1 �0,
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v2ex
d

vx2 ¼ vðexd dxd�1Þ
vx ¼ ex

d
dðxd�1dxd�1 þðd�1Þxd�2Þ �0,

x1�d �0, vx1�d

vx ¼ ð1�dÞx�d �0,

and v2ðx1�dÞ
vx2 ¼ vðð1�dÞx�dÞ

vx ¼ �dð1�dÞx�d�1 �0,
therefore, according to Lemma 4, x1�dex

d
is a

convex function.
Moreover, according to Lemma 2 using Jensen's

inequality, one can write:

_V� � 2
dT2

�
1
2
ðkSkcÞ1�dekSk

cd þ1
2

�
~W

T ~W
�1�d

eð ~W
T
~WÞd
�

� � 2
dT2

�kSkc þ ~W
T ~W

2

�1�d

e

�kSkc þ ~W
T ~W

2

�2

¼ � 2d

dT2

�kSkc þ ~W
T ~W

�1�d
e2

�dðkSkcþ ~W
T
~WÞd

¼ � 2d

dT2
V1�de2

�dVd

ð42Þ

In addition, according to Lemma 1, the system error
state will converge to zero within time T � 1

2d
T2
2�d

¼
T2. Thus, the tracking error of the ship system can
reach the expected objective stably within the preset
time of the user. Finally, the controller ensures the
predefined-time tracking performance.

4. Case studies

4.1. System an results

An autonomous vehicle model is used for testing
[31]. Therefore, a simulation experiment has been
used.
The initial state of the system is h0 ¼ [10 m, 30 m,

�3 m, 0o, 0o, 0o]T and n0 ¼ [0 m/s, 0 m/s, 0 m/s, 0o/s,
0o/s, 0o/s]T. In addition, the current speed is 0.5 m/s
whereas the current direction is 30o. The main pa-
rameters are given below.
The weight inertia and hydrodynamic additional

inertia is:

M¼

26666664
6020:3 0 0 0 332:7269 0

0 9548:7 0 �380:0698 0 �473:4289
0 0 23320 0 2682:8 0
0 �380:0698 0 4129:0 13:58 84:6732

332:7269 0 2682:8 13:58 49134 �13:58
0 �473:4289 0 84:6732 13:58 20696

37777775:

As for the linear hydrodynamic damping parameter matrix, is it expressed as follows:

D¼

26666664
0:5434 0 0 0 0 0

0 1436:5 0 0 0 0
0 0 4213:8 0 0 0
0 0 0 4339:8 0 0
0 0 0 0 26829 0
0 0 0 0 0 6313:5

37777775:

Moreover, the Coriolis and Centripetal torques matrix is:

C¼

26666664
0 0 0 1:0541 6:4737 11:9362
0 0 0 �6:4737 1:0541 �85:9782
0 0 0 �12:1241 88:1113 0

�1:0541 6:4737 12:1241 0 15:7173 �138:4340
�6:4737 �1:0541 �88:1113 �15:7173 0 �0:7677
�11:9362 85:9782 0 138:4340 0:7677 0

37777775:

Finally, the transformation matrix is defined as follows:

J¼

26666664
0:9052 �0:4221 �0:0501 0 0 0
0:4214 0:9065 �0:0239 0 0 0
0:0555 0:00055 0:9985 0 0 0

0 0 0 1 �0:00003 �0:0556
0 0 0 0 1 �0:00055
0 0 0 0 0:00055 1:0015

37777775:
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The tracking trajectory is shown in Fig. 3.
The surge position, the sway position, and the

heave position are shown in Fig. 4.
Concerning the roll angle, the pitch angle, and the

yaw angle, they are presented using Fig. 5.
The surge velocity, sway velocity and heave ve-

locity are shown in Fig. 6.
Finally, the roll angle velocity, pitch angle velocity

and yaw angle velocity are shown in Fig. 7.
The input force along the port and the starboard

stern plane are shown in Fig. 8.
Moreover, the forces along the port bow plane are

shown in Fig. 9.

As for the torque by the top and bottom stern
rudder, they are shown in Fig. 10.
In addition, the torques by the top and bottom

bow rudder are shown in Fig. 11.
Finally, the rotation speed of the propeller is

shown in Fig. 12.
From the above figures, the ship can fully and

stably follow the predefined trajectory. It is illus-
trated, from Figs. 3e12, that the system can deal
with known disturbances. Moreover, the new algo-
rithm can ensure the safe navigation and perform a
good tracking of the route under wind and current
disturbance due to random sea conditions.

4.2. Performance comparison

To further test the proposed algorithm, it is
compared to the finite-time convergence algorithm
[32]. Thus, the comparison of control input ds,
regarding both techniques, is shown in Fig. 13.
Finally, the comparison of control input signals dbp

is shown in Fig. 14.
It is illustrated in Figs. 13 and 14 that, compared to

the finite-time algorithm, this proposed algorithm
achieves high precision and high speed. Moreover, it
is smoother and less chattering than the finite-time
control algorithm and it can improve the convergence
speed, weaken the system chattering, reduce the
error, and improve the estimation accuracy. There-
fore, the robust control method can ensure safety
performance in the presence of uncertain model and
uncertain disturbances using NN. The proposed

Fig. 4. Surge position, sway position, and heave position.

Fig. 3. Tracking trajectory.

JOURNAL OF MARINE SCIENCE AND TECHNOLOGY 2023;31:193e204 199



algorithm convergence is proved by Lyapunov theory
(i.e., it is proved to converge from the initial value to
balance position). Finally, as it can appear, the
controller ensures the tracking performance.

4.3. Discussion

The results show that the system is stable. It has
superior control response performance and it is

illustrated, from the tracking curve, that the new
robust control can converge faster when system
disturbances are present. Meanwhile, the new con-
trol algorithm has higher control accuracy and bet-
ter robustness. Finally, the new algorithm ensures
that the ship can reach the expected course in a
shorter time.
Moreover, this new algorithm has a smaller over-

shoot and a shorter system adjustment time. In terms

Fig. 5. Roll angle, pitch angle, and yaw angle.

Fig. 6. Surge velocity, sway velocity, and heave velocity.
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of the outcomes, the results showcase its enhanced
resistance to interference in unfavorable sea condi-
tions, improved durability, and a more streamlined
design. Therefore, the new fixed time sliding mode
improves the convergence speed as well as the
tracking error. Its tracking error dynamic equation is
convergent in the case of large error and disturbance.
Referring to the results shown in the above figures,
the ship can fully and stably track the predefined
trajectory and the system does not violate the
asymmetric state constraint at all running times.
Furthermore, asymptotically convergent control-

lers have slow convergence speed, while finite-time
convergent controllers are affected by the initial
state of the system. As for the fixed time convergent

controllers, they are too conservative in estimating
convergence time and require cumbersome
parameter calculations [33]. In view of this, this
article provides a predefined time control method
based on preset performance.
With the progress and development of modern

industry, the design of control algorithms for several
industrial applications need to meet certain time
response constraints for safety standards. For
example, ship motion needs to achieve ideal control
accuracy in a short and fixed time. Alternatively, an
unmanned ship needs to arrive at the desired
location within the specified time. Therefore, based
on the above discussion, it is urgent to develop a
generalized, robust, and mature predefined time

Fig. 7. Roll angle velocity, pitch angle velocity and yaw angle velocity.

Fig. 8. Input force along the port and the starboard stern plane. Fig. 9. Input force along the port bow plane.
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control theory system for uncertain nonlinear sys-
tems, and to apply it to practical engineering sys-
tems. These are possible application scenarios of the
proposed algorithm.
At present, there are still several issues related to

predefined time control that must be further
addressed. A summary of such problems that can be
further discussed are listed below. First, this paper
does not consider the event triggering strategy, and
the way to achieve predefined time stability and save
communication resources, under the event trig-
gering strategy, is a topic worth further exploration.
Second, this article investigates the problem of pre-
defined time intelligent tracking control considering
that the controlled system state is measurable.
However, in practical systems, there are lots of sit-
uations where the state cannot be measured.
Therefore, observer-based predefined time intelli-
gent control is also an interesting topic to tackle.

Fig. 10. Torque by the top and bottom stern rudder.

Fig. 11. Torque by the top and bottom bow rudder.

Fig. 12. Rotation speed of the propeller.

Fig. 13. Comparison between the input force ds.

Fig. 14. Comparison of input force dbp.
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5. Conclusion

In this study, a novel predefined-time sliding
mode control is designed. The control approach is
keen to converge from the initial value to a balance
position based on the Jensen's inequality. Moreover,
it is proven that the convergence from the initial
value to balance position is feasible. The proposed
control method can deal with ship motion system
having six DOF and exposed to external disturbance
and parameter's uncertainty. A designed NN sup-
presses the adverse effects of interference on the
system. Therefore, the control method is more
suitable for practical application as the controller
ensures the stability of the system state in the
presence of uncertain model and uncertain distur-
bances. Moreover, it is illustrated from the obtained
results that the system can deal with unknown dis-
turbances, ensure the safe navigation, and keep the
good tracking of the route under difficult environ-
mental conditions. As for the proposed algorithm
with predefined-time convergence, it is more suit-
able for practical application as it achieves high
precision, high speed disturbance observation, and
trajectory tracking control. To sum up, the proposed
algorithm can improve the convergence speed, the
weaken system chattering as well as reduce the er-
rors and improve estimation accuracy.
In engineering applications, to run the controlled

system efficiently, it is often necessary to adjust the
control parameters online in order to meet the
actual needs and applications. The way to adjust
the system control parameters adaptively is the
next step of future research. Moreover, observer
based on predefined time intelligent control, is also
further research work. In future, the event trig-
gering strategy will be studied. Moreover, we will
interfere with the more common winds and waves
in navigation.
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Appendix

The abbreviations and meaning of variables in
main content are listed in Table 1.

Table 1. Nomenclature

Symbol Quantity

R rotation matrix
t input force and moment
l parameter
d disturbance
e filtering error
V Lyapunov function
h Radial basis function
m center vector of hidden layer neurons
s width of the radial basis function
4 approximation error
W weight matrix
~W error of WcW estimation of W
td disturbance and uncertain model
t1 disturbance
~td estimation error of the disturbancebtd estimation of t
3 approaching error
J transformation matrix
C1 Coriolis and Centripetal torques matrix
M1 manipulator inertial mass matrix
g generalized gravitational and buoyancy forces
g0 Static restoring forces and moments due to

ballast systems and water tanks
D1 linear hydrodynamic damping parameter matrix
n propeller's speed of rotation
ds force along the port and starboard stern plane
dbp force along the port bow plane
dbs force along the starboard bow plane
dr torque by the top and bottom stern rudder
db torque by the top and bottom bow rudder
h position and attitude of ship
n velocity vector
u surge velocity
v sway velocity
w heave velocity
p roll velocity
q pitch velocity
r yaw angle velocity
x surge position
y sway position
z heave position
f roll angle
q pitch angle
j yaw angle
a exponent
b exponent
m exponent
s sliding mode surface
I identity matrix
k gain
c parameter
d parameter
M nominal weight inertia and hydrodynamic

additional inertia
D nominal linear hydrodynamic damping

parameter matrix
C nominal Coriolis and Centripetal torques matrix
hd desired trajectory
~h tracking error of the trajectorybtd estimated disturbance and uncertain model of td

(continued on next page)
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Table 1. (continued)

Symbol Quantity

a exponent
f convex function
g convex function
n dimension of vector
T time
T2 convergence time
▵M modelling uncertainty of M
▵C modelling uncertainty of C
▵D modelling uncertainty of D
f 2 continuously differentiable function
LPV Linear parameter varying
DOF degree-of-freedom
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