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ADAPTIVE BEAMFORMING

Shun-Hsyung Chang*, Shao-Wei Leu* and Hsing-Wang Liang**

Keywords: Sonar, Signal processing, Adaptive beamforming, Simula-
tion software, User interface.

ABSTRACT

This paper presents a modularized simulation software pack-
age for adaptive beamforming. In recent years, the theory and
technology of adaptive beamforming have been applied exten-
sively in many different areas such as radar, sonar, communication
systems, and geophysical exploration. As many new beamforming
architectures and related algorithms are being introduced, research-
ers find themselves repeating the laborious process of writing
similar software routines in order to conduct simulations. This is
largely due to the lack of well-defined and modularized supporting
software. Therefore, we have implemented a collection of re-
presentative algorithms available for adaptive beamforming and
constructed a simulator with menu-driven user interface. The
algorithms include generalized sidelobe canceller (GSC), Frost,
derivative constraints, high order main beam derivative constraints
(HOMBDC), least mean square (LMS), leaky LMS, recursive least
square (RLS), and variable step size LMS.

Our goal is to provide a powerful and convenient simulation
platform for researchers who want to quickly establish and evaluate
some beamforming model of their choice. For students learning
the theory of adaptive beamforming, this package will not only
help them understand the principles, but also encourage them to
apply the theory to the solution of practical problems. For the
highest portability possible, the software package is written en-
tirely in C language. The user interface is completely independent
of the simulation engine. This, of course, will ease the porting of
the package to other graphical environment.

INTRODUCTION

In recent years, the theory and technology of
adaptive beamforming have been applied extensively
in many different areas such as radar, sonar, commu-
nication systems, and geophysical exploration
[1,2,3,4]. When processing uncertain signal compo-
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nents, adaptive beamforming, which is largely based
on recursive algorithms, is much more effective than
the traditional beamforming methods. . Adaptive
beamforming has a long history in its theoretical
development. It spans from the early days when
Gauss deviced least mean squares method in the
nineteenth century to the mid-century advancement
of the relevant algorithm by Wiener [5]. The deve-
lopment continued with the least mean square algo-
rithm proposed by Widrow in early 1960s [3,6]. He
obtained the optimal weight by keeping the output
energy to a minimum and, thus, maximized the SNR
for output. In 1972, Frost developed a linearly con-
strained algorithm which maintained a certain fixed
gain for the signals from the target direction, while
cancelling jammers from interfering sources [7]. As
a result, the target signal goes through array without
attenuation.

The next important advancement was realized
by Griffiths when he developed the generalized
sidelobe canceller (GSC) in 1982 [8]. He improved
on Frost’s softly constrained algorithm by using hard
constraint. This greatly reduced the computational
complexity associated with Frost’s method. Then, in
the following year, Er developed the derivative con-
straints algorithm [9]. This method was capable of
maintaining the output of array in good quality, even
in the presence of steering error in the array system.

To explore the capability of the beamforming
array, Jablon has given a detailed analysis on the
static response and interference cancelling ability of
the GSC in his 1986 article [10,11]. Although many
different array systems have been developed, most
of them belong to two major categories, namely, the
array proposed by Widrow [6] and those proposed
by Applebaum and Frost [7]. Due to the inherent
computational complexity, all the algorithms for
these arrays involve a large amount of mathematical
operations. Therefore, it normally takes a long period
of time to obtain the output. To speed up computa-
tion, Huang and Chang have proposed a systolic
beamforming array which incorporates parallel pro-



2 Journal of Marine Science and Technology, Vol. 4, No. 1 (1996)

cessing capability into an array system[12].
As adaptive beamforming continues to be ap-

plied to many different areas, more research effort

is being directed into this field. Unfortunately, re-
searchers often find themselves repeating the drudg-
ery writing similar software routines when con-
ducting simulations. This is largely due to the lack of
support from a well-defined and modualized software
package. To relieve the researchers of the burden
creating simulation software, we have developed a
package capable of simulating many different beam-
forming architectures and algorithms. Users of this
package can quickly model a beamformer and ex-
ecute various algorithms of their choice. Moreover,
' students learning the theory will be able to try out
different architecture/algorithm combinations with
ease. This provides them an efficient means to verify
the theory after being exposed to this field.
The organization of this article follows. Section
II discusses the theoretical background of adaptive
beamforming. Section III introduces the organiza-
tion of this software package. Section IV describes
the user interface. Section V presents some experi-
mental results. Finally, section VI is the conclusion
and future work.

THEORETICAL FOUNDATION

Consider a liner array as shown in Fig. 1, which
consists of M omnidirectional sensors each with an
adjustable weight w;, where i = 1,2,...M. Suppose
that the signal is far-field and can be regarded as a
planar wave, then the signal and noise received and
the associated weight for the array can be expressed,
respectively, as

S(t)

Fig. 1. Simplfied block diagramof a linear array.
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where [i(#) is the signal received by the i sensor,
ni(t) is the noise received by the i sensor, and w,(z)
is the weight associated with the i** sensor. Let X(»
= L(#) + N(2), then the output of this array is

y(1) = WHX(p), 1)

where H denotes Hermitian transpose operation. For
the array as configured to be able to suppress jamming
and noise, it is necessary to obtain the optimal weight
W, However, how to obtain the optimal weight is
heavily dependent on the underlying algorithm
adopted. The computational algorithm also affect
the performance of the array system. Using this
package a designer can choose among different
algorithms according to the system’s requirements.
We now summarize in the following the theoretical
framework and the computational algorithms of
some adaptive beamformers adopted in our software
package.

Theoretical Framework
Frost Array
The expected output for this type of array is [7]
Ely*(n)] = EIW™X(n)X (n)W] 2
= WIR W. 3)
A Frost array produces minimum power output. Also,

in the direction of arrival, the signal gain is limited
to a fixed level, given by the constraint

AT(6)-W = F, . @)
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where AT(6p) is the steering vector, T denotes the
trans-pose operation, and F is the vector of summed
weight value. If we let E[X(n)XT(n)] R, then the
optimal weight is '

Wope = R, A(6)[AT(6)RAB)I'F.  (5)
Derivative Constraint Array

The adverse effect of steering errors can be
suppressed by the use of derivative constraints. This
can be done by assuming a zero value for the deriva-
tive at the main beam directions. As a consequence,
the acceptance angle is enlarged. Based on high order
derivative constraints, the steering vector can be
expressed as,

1 0 0
1 d 0
AT (6y)= 1 2d 0
1 : i (m-p)PdF
(6)
If we select main beam directions as
1
0
F=| ©)
0 (p+1)x1,

then the optimal weight W,,, can be found by the
method of Lagrange multipliers [7].

Generalized Sidelobe Canceller (GSC)

The GSC method was proposed by Griffiths
and im and was an improvement from Frost’s algo-
rithm. In Frost’s method, computation for optimal
weight involves constraining the gain for the signal
from the target direction, which is a process de-
manding a large amount of mathematical operations
and, therefore, a long period of time for the output
to converge. To reduce the computational burden,
Griffiths uses hardware to implement gain con-
straint for the target direction, which greatly im-
proves the speed of convergence. The key ingredient
for the performance improvement over the Frost
method is the conversion of a constrained LMS into
an unconstrained LMS[8]. Detailed discussion can
be found in an article by Buckley [13].

High Order Main Beam Derivative Constraints

In this computational architecture, Griffiths
modified the signal blocking matrix, C,, used in GSC
into the main beam derivative constraints. The ob-
jective is to prevent the target signal from “leaking
into” the sidelobe canceller. Griffiths and Jim have
indicated that a first-order signal blocking matrix is
capable of correcting the steering error [8].

Algorithms for Adaptive Beamformers
LMS (Ledst Mean Squares)

. The LMS method was proposed by Widrow [6].
It obtains the weight from the following equation:

W(n + 1) = W(n) - 2uem)X(m), ®
where p is the step size and €(n) denotes error.
Leaky LMS

This algorithm aims at improving speed of con-
vergence for LMS [2]. Its weight formula is

W(n + 1) = YW(n) + uX(n)e(n), )
where Yis thé Leaky coefficient.
Variable-Step-Size LMS

This algorithm uses a variable step size. At the
beginning stage of computation, large u is selected:
in order to speed up convergence. As the computa-
tion continues, g is gradually reduced to lower the
possibility of oscillation. The weight formula is
modified as [2]

W(n+1)=W(n)+K_1‘_nX(n)€(n), (10)

where K is a positive constant.
RLS l(Recursive Least Squares)

This algorithm is developed from the least square
method by using recursion to obtain its weight [14].

Detailed discussion can be found in Haykin [1].

A MODULARIZED SOFTWARE SIMULATION
PACKAGE

The software package we have developed cov-
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ers a collection of representative algorithms and
computational architectures,-such as GSC, Frost,
Derivative Constraints, HOMBDC, LMS, RLS, etc.
We started the design process by examining and
comparing the various architectures and algorithms.
By sorting out as many similar computational tasks as
possible from among all the available algorithms, we
were able to construct a collection of fundamental
software routines. As a result, our simulation pack-
age is highly flexible and efficient in simulating
various algorithms. Due to a modularized design
concept, this package will extend easily as the need to
incorporate new architectures amd algorithms arises.

As shown in Fig. 2, the core of this package
consists of two major parts. One part contains the
software routines implementing the available algo-
rithms and architectures; the other is a random num-
ber generator. The algorithm/architecture part is the
simulator core, which is further divided into four
units, as shown in Fig. 3. A brief description of these
four units follows.

Signal Generation Unit

This unit provides both the target signals and
the jamming signals for the simulation routines. Be-
sides these two types of signal sources, the signal
generation unit also includes an array processing
unit. As illustrated in Fig. 4, the target signal unit
and the jamming signal unit produce the target signal,
exp(jw,t), and the jamming signal, exp(jw;t), respec-
tively, for the simulator. The array processing unit
is responsible for processing the latency which oc-
curs as the signals travel from their sources to the
array. This unit also accounts for the steering delay
and white noise that are incurred when the signals
pass through the sensors.

Algorithms Unit

As the core of this simulation package, the algo-

Parameter Input
Interface |

Output Graphic
Interface

Fig. 2. System organization.

Fig. 3. Structure of the simulator core.

rithm unit comprises a large amount of software rou-
tines implementing the various architectures and al-
gorithms. Since the design is fully modularized, it is
fairly easy to add new algorithms or delete any obso-
lete ones. As mentioned earlier, the modularization
is based on careful comparisons between different
architectures/algorithms. Based on the characteristic
of the computational tasks, our design takes two
separate paths. The first path includes software rou-
tines for GSC and HOMBDC. The second path handles
the Frost method and derivative constraints. The
outputs from both paths are then fed into the RLLL
subunit, which serves to obtain the optimal weight for
a beamforming array. It includes four major algo-
rithms, namely, recursive least squares, leaky least
mean squares, least mean squares, and variable step
size LMS, as illustrated in Fig. 5.

Intermediate File Unit

This unit provides file access for data needed
and data generated during simulation.

Graphic File Unit

Fig. 4. Signal generationunit.
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This unit provides file access for the graphic
interface. If ported to a new graphical environment,
the data format must change accordingly.

DESIGN OF THE USER INTERFACE

Input Interface

The input interface is needed for setting param-
eters when running a simulation. Fig. 6 illustrates
the functional structure of the interface. The menu-
driven input interface includes the following items:
ALGORITHM menu

This menu selects a desired algbrithm from
among HOMBDC, DERIVATIVE, GSC, Frost, and
DELAY SUM, as shown in Fig. 7.

GSC and HOMBDC menu

Fig. 5. RLLL operation unit.

Fig. 6. Structure of the input interface.

This menu selects an algorithm for computing
the optimal weight from among LMS, Leaky LMS,
VAR LMS, and RLS, as shown in Fig. 8.

Array parameter input screen

This screen accepts parameters including num-
ber of sensors, azimuth angle, steering angle, sample
number, wave speed, average, array distance, step
size, phase, and leaky factor. Fig. 9 illustrates the
input screen.

Output Interface

The output interface includes menu items such
as Time, Frequency, Learn, Pattern, Clear, etc. the
graphic data needed by the interface is all from the
graphic file unit, as shown in Fig. 10. To clearly
illustrate the function of each menu item, Fig. 11
shows the functional flowchart of the simulator
core. A complete description of the output interface
follows.

COLOR

This item selects the color and line type for each
curve displayed, as shown in Fig. 12. (The built-in
line types include dotted line, dashed line, and dot-
and-dash line. There are 15 available colors to be
selected including red, blue, green, brown, etc.)

TIME

This item specifies the time-domain signal and
its pull-down menu is shown in Fig. 13. There are
four items to be selected and each displays the time-
domain plot of the respective signal. In this menu,
SIGNAL specifies the target signal; JAMMER selects
the jamming signal; INPUT means the array input
signal; finally, OUTPUT displays the array signal
after weight adjustment. .

FREQUENCY

This item selects the frequency-domain response
of either the array input or the weighted output of the
array. The pull-down menu is shown in Fig. 14.

LEARN

This displays the mean square error between the
desired signal and the weighted array output.

PATTERN
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Fig. 10. Graphic file unit.

Fig. 7. ALGORITHM sub-menu.

Fig. 8. GSC and HOMBDC sub-menu.

Fig. 9. Array parameter input sub-menu. Fig. 12. Color selection for the CLEAR sub-menu.
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Fig. 13. TIME sub-menu. Fig. 16. Superimposition selection under CLEAR.

T s

Fig. 14. FREQUENCY sub-menu. Fig. 17. FFT dialog box under CLEAR.

Fig. 18. A comparison between LMS and Leaky LMS algorithms. (- (-

Fig. 15. CLEARE sub-menu.
-J-:Leaky LMS, —: LMS).

Fig. 19. Beampatterns produced by LMS and Leaky LMS algorithms. (-
3--0-:Leaky LMS, —: LMS)
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This item draws the beam pattern.
CLEAR

This selects a pull-down menu which contains
five commands as illustrated in Fig. 15.
CLEAR PLOT clears the screen.
RELEASE MEMORY releases the memory
space taken by the graph currently displayed.
HOLD ON selects a sub-menu as shown in
Fig. 16. Its function is to superimpose the cur-
rent graph with the next graph to be displayed.
At most three graphs can be displayed together.
The command SIGNAL displays the array out-
put and the target signal simultaneously. The
user must select a new color for the target signal
in order to distinguish from the output signal.
MSE simply superimposes the current graph
with the next one. Finally, PATTERN superim-
poses the beam patterns.
HOLD OFF cancels the superimposition func-
tion.
FFT computes the FFT of the input and output
signals. The user is required to specify the
number of samples to be calculated in the dialog
box, as shown in Fig. 17.

SIMULATION EXAMPLE

As an application example for our simulation
package, we compare the results of two algorithms,
the LMS and the Leaky LMS, for a GSC architecture.
The parameters used and the simulation results are
listed below.

Parameters assigned:

Number of sensors: 9

Target azimuth angle: 0°
Steering vector angle: 0°
Signal/noise ratio: 10dB
Jammer/directions: -35°, 30°, 40°
Jammer/noise ratio: 40dB for all
Number of samples: 300
Normalized signal frequency: 0.1
Ensemble average: 8

Leaky coefficient: 0.996

Step size: 0.000001

Simulation results:
When adjusting the optimal wei ght for the array,

the added leaky coefficient can speed up the conver-
gence. This can be seen from Fig. 18. Fig. 19is a

comparison between beam patterns produced from
using LMS, Leaky LMS, or without adaptation at all.

CONCLUSION AND FUTURE WORK

In this article, we have presented the theoretical
basis and the design of an adaptive beamforming
simulation package. We believe that, by implement-
ing a collection of available beamforming architec-
tures and algorithms, both the students learning the
theory and the practitioners wanting to quickly
establish a model can benefit from this package. For
ease of extension to cover new algorithms and beam-
forming architectures, we employ the concept of de-
sign modularization. Also, for portability reasons,
this package is totally written in C language.

Besides being a pure simulation tool, this pack-
age can be converted into a development system for
realistic beamforming applications, provided that
proper A/D hardware and software interfaces are in
place. Another possibility for future development is
to construct a specialized beamforming library, based
on the software routines already in the package, for
users who want to write programs and develop their
own models. A pre-packaged library with a clearly
defined programming interface will definitely ease
and speed up their development process.
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