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ROUTING AND BROADCASTING ALGORITHMS
FOR THE ROOT-FOLDED PETERSEN
NETWORKS

Ming-Bo Lin* and Gene-Eu Jan**
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ABSTRACT

Petersen networks have been proposed as the alternatives for
interconnecting highly parallel computers. The main advantages of
Petersen networks are: regular topology, high scalability, and
smaller diameters. In this paper, we propose a new node naming
scheme for Petersen networks. Based on this scheme. two Petersen
graph related networks, called root-folded Petersen network in
type-I and type-II, are constructed. Furthermore, both O(log,y N)
routing and broadcasting algorithms for the proposed networks are
developed, where N is the number of nodes.

INTRODUCTION

Advanced computers are centered around the
concept of parallel processing. One major way to
achieve this is by integrating multiple computers
through an interconnection network. The entire sys-
tem performance is then determined not only by the
computers but also by the underlying interconnection
network. Hence, we must have a high performance
interconnection network.

Various high-performance interconnection
networks have been extensively studied in the litera-
ture. Among these networks, the hypercube family
has been popular due to that it has several elegant
properties: symmetry, regularity, high fault-tolerance,
logarithmetic degree and diameter, self-routing, and
simple broadcasting schemes [1,2]. Nevertheless,
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new networks are being proposed and analyzed with
regards to their applicability and enhanced topologi-
cal or performance properties. The most popular ones
are those that based-on the Petersen graphs and their
derivatives. These include the folded Petersen net-
work [3.4], the folded Petersen cube network [5], and
the hyper Petersen network [6].

The major features of Petersen networks are:
regular topology, high scalability, smaller diameters,
and less network cost than hypercubes. However, one
problem of Petersen networks is the node addressing
scheme for its nodes. Different routing algorithms
will arise with different node naming schemes. To
derive effective routing algorithms, in the paper a new
addressing scheme based on mixed radix number sys-
tem is proposed.

In this paper, we also propose an alternative of
folded Petersen network called the root-folded Petersen
network and investigate its routing and broadcasting
algorithms.

The rest of the paper is organized as follows.
Section 2 describes naming schemes of Petersen graph.
Section 3 presents hierarchical Petersen-related
networks. Section 4 describes both routing and broad-
casting algorithms for the root-folded Petersen
networks. Section 5 concludes this paper.

NAMING SCHEMES OF PETERSEN GRAPH

The Petersen graph P = (V, E) has ten nodes with
outer 5-cycle, inner 5-cycle, and five links join them.
Several schemes for naming each node of this graph
are possible. In this section, we describe some
naming schemes and basic routing and broadcasting
algorithms for it.

Naming schemes

The simplest one is that numbers the outer cycle
nodes consecutively counterclockwise starting from 0
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and numbers the inner cycle nodes clockwise [4], as
shown in Fig. 1(a). Another way of constructing the
Petersen graph is as follows. Let all the two-element
subsets of {1,2,3,4,5} represent the nodes and disjoint
subset pairs form the edge-set [4]. The resulting
graph is depicted in Fig. 1(b). Yhe major shortcoming
of above two naming schemes is that we cannot deter-
mine whether two nodes is adjacent or not just from
their node addresses except storing their linkage
relationship in a table in advance. Therefore, other
alternatives have to be explored.

Due to that the inherent structure of the Petersen
graph consists of two cycle with each having five
nodes, thus, it is natural to name its nodes based on a
mixed-radix number with radices 2 and 5. The radix-
2 digit is used to distinct the inner-cycle from outer-
cycle while the radix-5 digit names the nodes clock-
wise from the top one of each cycle. The resulting
Petersen graph with its node naming is shown in
Fig. 1(c). Let each node be denoted as (n,. ny). where
ny and ng are the radix-2 and radix-5 digits, respec-
tively. Based on this naming scheme, the Petersen
graph can be formulated as follows.

Definition 1 (Petersen graph)

A Petersen graph has ten nodes and 15 edges and
is defined as P = (Vp, Ep), where Vp = {(d>, ds)|d> € {0,
L} andds e {0, 1,2,3,4}} and Ep = {{(0, d), (0,
d)Yld;=d; + 1 mod 5, Vd; € {0, 1, 2,3,4}}u {{(0,
dy), (1, d)}d; € {0,1,2,3,4}}u {{(1,d), (1. dp}|d;
—di=2mod 5, Vd; e {0,1,2,3,4}}.

The cost of this addressing scheme is the same as
that of the conventional approach since both ap-
proaches use 4-bit for representing any node address.
More precisely, each node requires 4 bits to represent
its address, one bit for the radix-2 digit and three bits
for the radix-5 digit.

Other naming scheme is also possible. The one
shown in Fig. 1(d) is based on m-out-of-n codes. The
outer cycle uses 2-out-of-5 code to denote each node
while the inner cycle 1-out-of-5 code. It is easy to
conclude that, from the Fig. 1(d), this naming scheme
has the following properties: (1). The Hamming dis-
tance between any two adjacent nodes on the outer
cycle is 4 while nonadjacent node pair is 2. (2). The
Hamming distance between any two nodes on the
inner cycle is 2. (3). The Hamming distance between
any two adjacent outer-node and inner-node is 1 while
nonadjacent node pair is 3.

The cost of this node-addressing scheme is the
same as that of the Fig. 1(b) but one bit higher than
that of the Fig. 1(¢). In addition, this scheme has a
similar properties from the view point of designing its
routing and broadcasting algorithms. Therefore, in

Fig. 1. The Petersen graph and its node naming schemes.

the rest of this paper, we only consider the naming
method depicted in Fig. 1(c).

Basic routing and broadcasting algorithms

Based on the naming scheme for the Petersen
graph described in the proceeding section, we will
develop the routing and broadcasting algorithms for
the Petersen graph.

For convenience, the following three neighbor-
ing node finding functions are defined.

Ngrearer(S): Return the neighboring node of § on
the same cycle with node address
greater than S;
Return the neighboring node of S on
the same cycle with node address
smaller than §;
Nhangeeyete(S): Return the neighboring node of § on
the different cycle;

In addition, one function called adjacent (N,
N,) is defined to determine whether nodes N; and N,
are adjacent. Once we have these, the following
routing algorithm for the Petersen network is ob-
tained immediately.

N.s'maﬂm'(s) :

Algorithm Basic-Routing(S, D)

{ Assume that the source and destination node
addresses are represented as S(n;. ny) and D(n|, ng).
respectively, where n; is a radix-2 digit and ng is a
radix-5 digit.}

Begin
while D # S do
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if adjacent (D, S,.w = Norearer(S)) then for-
ward to S,
else if adjacent (D, S,,, =
forward to S,
else if adjacent (D, S,ow = NenangecvetelS))
then forward to S,...-
Forward from §,,,, to D.

end {of algorithm Basic-Routing }

As it can be seen from the naming scheme
depicted in Fig. 1(c), all of neighboring finding func-
tions N,grea.rer{s)- N.wm!'h-r(s)- and N('h(uiger_\'f_'.‘e{s) are
easily to be designed. Thus, they are omitted here. As
for the function adjacent(N, N,), several cases have
to be considered: both nodes are on the same cycle or
on the different cycles. It is described in a more
formal way as follows.

smu!fw(s)) then

Algorithm adjacent(N;, N;)

{Both nodes N, and N, are represented as a
mixed radix pair:(n;, ng) where n; is a radix-2 digit
and ng is a radix-5 digit.}

Begin

case of (N(n)), N-(n,)) do

Ni(n}) = Na(ny): {Both nodes are on the same

cycle.}

if (N, (n;) == 0 and (N (np) — Na(np)) mod 5 ==
1) then return true

else if ((N,(ny) — Na(ng)) mod 5 ==2 or 3) then
return true

N\(n;) > Na(nl): {N, is on the inner cycle while

N, on the outer cycle.}

if (N,(ng) == Na(ng)) then return true
Ni(n;) < Na(np): {N is on the inner cycle while
N, on the outer cycle.}

if (N,(ng) == N,(ng)) then return true

end {of case}

return false {Nodes N, and N, are nonadja-

cent. }
end {of algorithm adjacent}

In addition to basic routing algorithm, the capa-
bility of broadcasting a message from any node to all
other nodes is also an important feature of any inter-
connection network. Therefore, in what follows we
consider how to broadcast a message from any node to
all other nodes in the Petersen graph.

Algorithm Basic-Broadcasting(S)

{The source node address is represented as S(n;.
ng), where n; is a radix-2 digit and ng is a radix-5
digit.}

Begin

Forward to all its neighboring nodes: Ngrearer(S).

Nsamiter(S), and N{‘kangec‘_\'t‘fﬂ{S}-

Forward to all the neighboring nodes of

Each link connects the
two corresponding

Each link connects the
two corresponding

Fig. 2. A schematic representation of the two-dimensional folded
Petersen graph (FP).

Ngrm.'er(s)s Namiier(S), and Nr’!ia::gec‘}'ffefs) which

did not receive the message.
end {of algorithm Basic-Broadcasting }

It is easy to show that both Basic-Routing and
Basic-Broadcasting algorithms have constant time
complexities and dead-lock free since they use dis-
joint nodes.

HIERARCHICAL PETERSEN-RELATED
NETWORKS

To generalize the Petersen graph to n dimen-
sions, several schemes have been proposed. Among
these the following one called folded Petersen graph
|3, 4] is the most pronounced due to that it has the
node- and edge-symmetric properties.

The folded Petersen graph

The formal definition of the folded Petersen
graph in terms of the above node naming scheme is
given as follows.

Definition 2 (Folded Petersen Graph)

An n-dimensional folded Petersen graph is de-
fined as FP,, = (V_rp", Epp"). where VFP" = {(D,,, D,,_ 1+
D])lD; € Vp} and Ep_p" = {{{Dn I)"_|1 vy D,‘, DIJ-
(Sps Spets oo Sis oos SOYD; = Sj, Vj # i and (D;, S;) € Ep.
for 1 <i,j<n}.

An example of the two-dimensional folded
Petersen graph is shown in Fig. 2. The interconnect-
ing network of parallel computer systems based on
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Table 1. Tological properties comparison of various hierarchical Petersen Graphs

Tology # Nodes Diameter Links Cost Degree Connectivity
N d 1 c=d6 a k
Root-Folded 10" 4n-2 15(101-9) 12n*-6n root=3n 3
Petersen (RFP,-1) other=3
Rooted-Folded superroot
Petersen (RFP,-II) 10" 4n-2 15(10n-9) 12n*-6n =n+2 3
other=3
Folded Petersen 10" 2n 210n-39 6n* 3n 3n
(EPy)
Folded Petersen 210" m+2n 25"(m+1)2" m>+Smn m+3n m+3n
Cube (EPQ,,..) +6n*
Hyper Petersen ‘51 2mg" m+3n-1 (m+3n)x m+3n m+3n
(HP 130) (m+3n-1)

the Petersen graph is called the Petersen network
while on the folded Petersen graph called the folded
Petersen network.

Some important topological properties of the
folded Petersen graph and the other Petersen-related
graphs are listed in Table 1. As can be seen from the
table, the links of an n-dimensional FP, network is
proportional to 10", which may be too large to be
practical in some systems. To alleviate this limita-
tion, at least two alternatives may be used. They are
based on the observation that the number of links in
the FP, networks increase exponentially due to the
fact that the node degree is 3n, that is, every node is
connected to other corresponding nodes in different
dimensions. As a consequence, the number of links is
reduced significantly if allow this linking to the root
node only (i.e., node address is 00 ... 0).

The root-folded Petersen graph

Two different architectures can then be formed.
The first one is called the root-folded Petersen graph
in type-I and is defined in terms of the basic Petersen
graph node naming scheme.

Definition 3 (Root-Folded Petersen Graph-Type )

An n-dimensional root-folded Petersen graph in
type-1 is defined as RFPI, = (Vggpy,. Egppr,). where
Veerr, = {(Dpy, Dy, ..., D))ID; € Dp} and Egppy, =
{{(Dy, Dp-y, s Dy ..y D), (S Syt <oy Sy oo SO D,
SI) (=3 E_p, or (D;, SI} =3 Ep VZ <i<nand Sj = Dj = UU,
Vji<i}.

An example of this kind network is shown in
Fig. 3. The major disadvantage of this network is that
the reliability property strongly depends on the avail-
ability of root node. That is, the network is discon-
nected if one root node of it fails. Therefore, a

A schematic representation of the two-dimensional rooted-
folded Petersen graph (RFP,-I).

Fig. 3.

variation of above network is defined in the follow-
ing. Due to the similarity between them, this new one
is called the root-folded Petersen graph in type-II.
An n-dimensional root-folded Petersen graph in type-
Il is defined as RFPII, = (Vgppy,» Egrpn,). Where
VRFP”” = {(Dm D, ..., Dl)IDl € VP} and ERFPHH
contains the same links as Egpp;, except that the
root nodes are replaced by supernodes consisting
of three nodes: 00, 01, and 04. An example of
this type network is shown in Fig. 4. Due to the
similarity between both types of the root-folded
Petersen graphs, for the rest of this paper we will
concentrate our efforts on the routing and broadcast-
ing algorithms for the root-folded Petersen graph in
type-I only.
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Fig.4. A schematic representation of the two-dimensional root-folded
Petersen graph (RFP,-11).

ROUTING AND BROADCASTING
ALGORITHMS

In this section, we describe both the routing and
broadcasting algorithms for the root-folded Petersen
networks. In addition, two spanning trees: downward
and upward are defined.

Routing algorithms

Once we have the Basic-Routing algorithm, the
routing problem of folded Petersen network can be
easily solved as follows.

Algorithm FP,-Routing(S§, D)

{The source and destination node addresses
are represented as S(S,S,-1...S1) and D(D,D_...D1),
respectively, where S; and D; are a pair of mixed-radix
digits and represented as (ny, ng).}

Begin
for i = n to 1 step —1 do
Basic-Routing(S;, D));

end {of for}
end {of algorithm FP,-Routing }

Similarly, the routing problem of root-folded
Petersen network can also be easily solved based on
the Basic-Routing algorithm.

Algorithm RFP,-Routing(S, D)

{The source and destination node addresses are
represented as S(5,S,-1...51) and D(D,D,_,...D,), re-
spectively, where S; and D; are a pair of mixed-radix

digits and represented as (ny, ng)-}
Begin
I=n;
while D; = S;do i = i—1;
if i = 0 then break; {S and D are the same
node.}
else begin
for j = 1 to i step 1 do Basic-Routing(S;,
00);
for j=1i to 1 step —1 do Basic-Routing(00,
Dy);
end {of else}

end {of while}
end {of algorithm RFP,-Routing}

It is easy to see that both algorithms mentioned
above have time complexities of O(n), where n is the
dimension of the underlying network. In addition, the
paths generated by these algorithms are node-dis-
joint. Hence, they are dead-lock free.

Broadcasting algorithms

Once we have the Basic-broadcasting algorithm.
the broadcasting problem of folded Petersen network
can be easily solved as follows.

Algorithm FP,-Broadcasting(S)

{The source address is represented as S(S,5,-
1...81), where §; is a pair of mixed-radix digits and
represented as (n;, ng).}

Begin
for i = n to 1 step -1 do
Basic-Broadcasting(S;);

end {of for}
end {of algorithm FP,-Broadcasting}

Similarly, the broadcasting problem of folded
Petersen network can be easily solved based on the
described Basic-Broadcasting algorithm. The result-
ing broadcasting algorithm for RFP, networks is de-
scribed as follows.

Algorithm RFP,-Broadcasting(S)

{The source address is represented as S(S,5,.-
;...81), where S; is a pair of mixed-radix digits and
represented as (ny, ng).)

Begin
for i = 1 to n step 1 do Basic-Routing(S;, 00);
for i = n to 1 step —1 do
Basic-Broadcasting(S;)

end {of for}
end {of Algorithm RFP,-Broadcasting}

It is easy to see that both algorithms mentioned
above have time complexities of O(n), where n is the
dimension of the underlying network. In addition, the
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(a) Downward spanning tree

(b) Upward spanning tree

Fig. 5. The spanning trees: downward and upward, of the Petersen network.

paths generated by these algorithms are node-dis-
joint. Hence, they are dead-lock free.

The tracks of RFP,-Broadcasting(S) algorithm
forms a downward spanning tree if S(S,5,_,...5)) =
00...0. Anexample of RFP, is shown in Fig. 5(a). The
collection of reverse tracks of a downward spanning
tree is defined as the upward spanning tree. Fig. 5(b)
depicts one such tree for Fig. 5(a).

CONCLUSION

In this paper, we proposed a naming scheme as
well as basic routing and broadcasting algorithms for
Petersen network. Based on this naming scheme, two
hierarchical Petersen networks called root-folded
Petersen network type-I and type-II are constructed.
Furthermore, both O(log,o N) routing and one-to-all
broadcasting algorithms for the root-folded Peter
network are developed. In addition, two minimum
spanning trees are explored.
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