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THE METHOD OF FUNDAMENTAL SOLUTIONS FOR THE MULTI-DIMENSIONAL WAVE EQUATIONS
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ABSTRACT

In this paper, a meshless method is developed for solving multi-dimensional wave equations. The proposed method is based on the method of particular solution (MPS), the method of fundamental solutions (MFS) and the Houbolt finite difference (FD) method. The wave equation is considered as a Poisson-type equation with the time-dependent source term. The Houbolt method is applied to avoid the difficult problems for dealing with the initial conditions in forming the linear algebra system. The works of space discretization are dependent on the method of particular solution and the method of fundamental solutions. There are three numerical examples considered in this paper, such as the string vibration and wave vibration problems. Numerical validations have proven that the proposed method is a highly efficient and accurate meshless numerical tool for solving wave equations in engineering and sciences by comparing with analytical solution and other numerical solutions.

I. INTRODUCTION

Although there are many numerical methods available for solving hyperbolic-type partial differential equations, the development of highly accurate and efficient wave solvers remains an important and challenging work in computational physics. The wave equations govern many physical problems such as water wave propagation in water bodies, the stress wave in an elastic solid and sound wave propagation in a medium, etc. In this paper, a meshless numerical method based on the method of particular solutions (MPS), the method of the fundamental solutions (MFS) and the Houbolt finite difference (FD) scheme is proposed for dealing with multi-dimensional wave problems.

Generally speaking, the so-called meshless numerical schemes can be roughly classified into domain-type and boundary-type methods. The domain-type meshless numerical methods such as the smoothed particle hydrodynamics (SPH) [15] and the multi-quadric (MQ) collocation method [9], etc. were well developed for solving partial differential equations. The boundary-type meshless methods such as the MFS [7, 31], the hyper-singular meshless method (HMM) [27] and the Trefftz method [5, 6, 8], etc. have also been developed to obtain solutions of homogeneous partial differential equations. In this study, we propose an extended scheme of the MFS to solve hyperbolic-type partial differential equations such as wave equations.

The MFS was firstly proposed for approximating the solutions of the elliptic-type partial differential equation [17, 18]. Furthermore, the two-stage MPS-MFS was proposed to solve Poisson’s equations [11]. In above studies, the MFS captured many focuses of researcher in solving elliptic-type partial differential equations. For time-dependent problems, the MFS was applied to solve the homogeneous or inhomogeneous problems either by the time-marching MFS [2, 22], the unified time-space MFS with diffusion fundamental solution [32] or the so-called eigenfunction expansion MFS [26]. These studies also focused on the solution of parabolic-type partial differential equations.

Although the MFS can successfully deal with the elliptic or parabolic problems, it is not so easy to directly handle hyperbolic-type problems such as wave or advection phenomena. In reference [29], the Eulerian-Lagrangian method (ELM) was combined with the MFS to deal with the multi-dimensional advection-diffusion problems (called Eulerian-Lagrangian method of fundamental solutions, ELMF). The ELMF has been applied effectively to solve the nonlinear Burgers’ equations [28], the pure advection equations and one-dimensional wave equation [12, 13], etc.

Although the MFS is a powerful tool for solving partial differential equations, it is still difficult to directly solve wave equation by the MFS. Because the fundamental solution of wave equation always accompanies the Dirac delta function
(or Heaviside step function). When the fundamental solutions of the wave equation are used for the implementation of the MFS, we have to face the difficult problems such as differentiating the Dirac delta function (or Heaviside step function) with respect to the time domain for building the linear algebra system. This will induce difficult singularity problems for computer calculation by the MFS. Another well-known process for analyzing the wave equation is to transform the physical variables from time domain into the frequency domain [16, 19]. According to above approach, the initial and boundary value problems become the pure boundary value problems, but sometimes it is more difficult to directly capture the transient phenomena of the wave field via this mode decomposition approach.

The D’Alembert formulation [4, 24] is considered as another effective way for avoiding the problems of the Dirac delta function (or Heaviside step function) in time-space domains. The D’Alembert formula was combined with the decomposition method to obtain the solution of the wave equation in infinite domain [24]. The ELMFS was combined with the D’Alembert formula for directly solving the one-dimensional wave equation [12, 13]. The D’Alembert formula can reduce the one-dimensional wave equation to two advection equations with opposite direction wave propagation speed. The ELMFS then approximates the solutions of the advection equation system. Although the D’Alembert formula can handle the time-space Cauchy problems, the reductions also cause problems in treating the boundary conditions.

The proposed coupled MPS-MFS is a kind of meshless method which includes the characteristics of both domain- and boundary-type meshless methods. The proposed MPS-MFS model transforms the wave equation to the Poisson-type equation with a time-dependent source term. Thus the hyperbolic problem becomes an elliptic boundary value problem. The dual reciprocity boundary element method (DRBEM) is similar to the coupled MPS-MFS model, which was developed for solving the wave equation [21]. However, the DRBEM requires the time-consuming construction of good surface mesh and accurate numerical quadrature. The coupled MPS-MFS meshless schemes [1] were developed to solve non-homogeneous elliptic problems. Besides, the schemes of coupled MPS-MFS were applied to analyze the conductive problems for functionally graded materials [23] and time-dependent partial differential equations [10].

In this paper, the time-dependent loading of the system equations is handled by the Houbolt method [14, 20, 25, 30]. Then the physical solution is separated into the particular and the homogeneous solutions at each time step. The particular solution is dependent on radial basis functions (RBFs) while the homogeneous solution is dealt with by the Laplace fundamental solution. In the following sections, we will explain the details of the time-marching MPS-MFS wave model and the numerical procedures. Three numerical examples are provided for validating the proposed meshless method. All of the numerical results compare well with the analytical solutions or solutions obtained by finite difference method (FDM) or the finite element method (FEM). From the numerical tests, it is evident that the proposed transient MPS-MFS wave model is a promising meshless numerical tool for physical applications.

II. GOVERNING EQUATION

The multi-dimensional wave equation can be written as:

$$\frac{\partial^2 \phi}{\partial t^2} = c^2 \nabla^2 \phi, \text{ in } \Omega, \ t > 0, \quad (1)$$

where, $\Omega$ is the computational domain with boundary $\partial \Omega = \partial \Omega_1 \cup \partial \Omega_2$. $\phi(\bar{x}, t)$ is the physical variable, $c$ is the wave speed, $t$ denotes time and $\bar{x}$ is the space vector. In Cauchy or initial value problems, the initial conditions are described as follows:

$$\phi(\bar{x}, t) \big|_{t=0} = I_I(\bar{x}), \quad \text{(2)}$$

$$\phi(\bar{x}, t) \big|_{t=0} = I_II(\bar{x}), \quad \text{(3)}$$

where, the subscripts $I$ and $II$ are used to denote first- and second-kind initial conditions, respectively. The boundary conditions are listed as follows:

$$\phi(\bar{x}, t) \big|_{\bar{x} \in \partial \Omega_2} = a_D(\bar{x}, t), \quad \text{(4)}$$

$$\frac{\partial \phi(\bar{x}, t)}{\partial n} \big|_{\bar{x} \in \partial \Omega_2} = a_N(\bar{x}, t), \quad \text{(5)}$$

where, $\bar{n}$ is the unit normal vector outward to the boundary, $a$ is a function of space and time. The subscripts $D$ and $N$ denote Dirichlet- and Neumann-type boundary conditions, respectively.

III. NUMERICAL METHOD

The governing equation is considered as a Poisson-type equation with time-dependent source term. The governing equation and boundary condition can be rewritten as follows:

$$\nabla^2 \phi = \frac{1}{c^2} \frac{\partial^2 \phi}{\partial t^2}, \text{ in } \Omega, \ t > 0, \quad (6)$$

$$B(\phi) = b(\bar{x}, t), \bar{x} \in \partial \Omega, \ t > 0. \quad (7)$$

where, $B(\cdot)$ denotes the boundary operator. In order to deal with the transient term of wave equation, the Houbolt method is selected to discrete the time operators. The Houbolt method [14, 20, 25, 30] is an three-steps implicit and unconditionally
stable time-integration scheme which can be obtained by the Lagrange interpolation of the wave potential $\phi$ from time level $t_{n-2} = (n-2)\Delta t$ through to time level $t_{n+1} = (n+1)\Delta t$. The time operators as the velocity and acceleration of wave field are approximated as follows:

$$\left(\frac{\partial \phi}{\partial t}\right)^{n+1} \approx \frac{1}{6\Delta t} (15\phi^{n-1} - 18\phi^n + 9\phi^{n+1} - 2\phi^{n-2}),$$  
(8)

$$\left(\frac{\partial^2 \phi}{\partial t^2}\right)^{n+1} \approx \frac{1}{\Delta t^2} (2\phi^{n+1} - 5\phi^n + 4\phi^{n-1} - \phi^{n-2}).$$  
(9)

Here, $\Delta t$ is the time-interval and the superscripts of $\phi$ represent the time level $t_{n-2} = (n-2)\Delta t$. After dealing with the time domain problems by using the Houbolt FD scheme, we obtain a Poisson-type equation as the following.

$$(\nabla^2 \phi)^{n+1} = 1 \Delta t^2 (2\phi^{n+1} - 5\phi^n + 4\phi^{n-1} - \phi^{n-2}).$$  
(10)

In the MPS-MFS, the solution of the problem can be written as:

$$\phi^{n+1} = \phi_p^{n+1} + \phi_h^{n+1},$$  
(11)

where, $\phi_p$ is the particular solution which satisfies the non-homogeneous equation and $\phi_h$ is the homogeneous solution which satisfies the Laplace equation. The particular solution $\phi_p$ can be approximated by the radial basis functions (RBFs) as the following:

$$\phi_p^{n+1} = \sum_{j=1}^{N_p} \beta_j \phi_j(r_j),$$  
(12)

Here, $F(\cdot)$ is the integrated radial basis function and $\beta_j$ is the coefficient of the basis function, $N_p$ is the number of the field points and the subscript $j$ denotes the index of the collocation points. A typical distribution of the field and source points is depicted in Fig. 1. The function $F(\cdot)$ can be obtained by analytical integration from the following equation:

$$\nabla^2 F(r) = f(r),$$  
(13)

where, $f(r)$ is the radial basis function. In order to demonstrate the conveniences of RBFs, the local type RBF as compactly supported RBF (CSRBF) and global type RBF as multi-quadratic RBF (MQRBF) are selected for describing the particular solution, respectively. The CSRBF [3] and MQRBF [9] are listed as follows.

**CSRBF:**

$$F(r) = \begin{cases} 
\frac{r^4}{12\lambda^2} + \frac{r^3}{3\lambda} + \frac{r^2}{2}, & r \leq \lambda \\
\lambda^2 + \frac{\lambda}{3} (r - \lambda), & r > \lambda 
\end{cases}, \text{ for } 1-D$$

$$F(r) = \begin{cases} 
\frac{r^4}{16\lambda^2} - \frac{r^3}{9\lambda} + \frac{r^2}{4}, & r \leq \lambda \\
\frac{13\lambda^2}{144} + \frac{\lambda^2}{12} \ln\left(\frac{r}{\lambda}\right), & r > \lambda 
\end{cases}, \text{ for } 2-D$$

$$F(r) = \begin{cases} 
\frac{r^4}{20\lambda^2} - \frac{r^3}{6\lambda} + \frac{r^2}{6}, & r \leq \lambda \\
\frac{\lambda^2}{12} - \frac{\lambda}{30r}, & r > \lambda 
\end{cases}, \text{ for } 3-D$$

**MQRBF:**

$$f(r) = \begin{cases} 
1 - \frac{r}{\lambda}, & r \leq \lambda \\
0, & r > \lambda 
\end{cases}$$  
(14)

$$F(r) = (r^3 + c_{MQ}^2)^{\frac{1}{2}},$$  
(15)

where, $r$ is the distance between the field points, $\lambda$ is the scaling factor of the CSRBF, $c_{MQ}$ is the shape parameter of MQRBF. The corresponding radial basis function $F(r)$ can be obtained by analytically integrating procedure, the results of integrated RBFs are listed as follows.

**Integrated CSRBF:**

**Integrated MQRBF:**
\[ F(r) = \frac{1}{6} (r^2 - 2c_{MQ}^2)(r^2 + c_{MQ}^2) \]
\[ + \frac{rc_{MQ}}{2} \ln \left( r + (r^2 + c_{MQ}^2)^{\frac{1}{2}} \right), \quad \text{for 1-D} \]
\[ F(r) = \frac{1}{9} r^2 + 4c_{MQ}^2(r^2 + c_{MQ}^2)^{\frac{1}{2}} \]
\[ - \frac{c_{MQ}^3}{3} \ln \left( c_{MQ} + (r^2 + c_{MQ}^2)^{\frac{1}{2}} \right), \quad \text{for 2-D} \]
\[ F(r) = \begin{cases} \frac{1}{24} (2r^2 + 5c_{MQ}^2)(r^2 + c_{MQ}^2)^{\frac{1}{2}} \\ \frac{c_{MQ}^4}{8r} \ln \left( \frac{r + (r^2 + c_{MQ}^2)^{\frac{1}{2}}}{c_{MQ}} \right), \quad r > 0, \quad \text{for 3-D} \\
\frac{c_{MQ}^3}{3}, \quad \text{for } r = 0, \end{cases} \]
\[ \phi^{n+1}_H = \sum_{j=1}^{N_B} \alpha_{j} G(\| \vec{x} - \vec{\xi}_j \|), \quad \text{(18)} \]

where, \( N_B \) is the number of the boundary points, the subscript \( j \) denotes the index of the source points, \( \alpha_j \) is the intensity of the source points and \( G \) is the fundamental solution (also called the free-space Green’s function) which can be written as follows:

\[ G(\| \vec{x} - \vec{\xi} \|) = \begin{cases} \frac{1}{2} \|x - \xi\|, \quad \text{for 1-D} \\
\frac{1}{2\pi} \ln \left( \|x - \xi\| \right), \quad \text{for 2-D} \\
\frac{1}{4\pi} \left( \|x - \xi\| \right), \quad \text{for 3-D} \end{cases} \quad \text{(19)} \]

Were \( \vec{x} \) and \( \vec{\xi} \) are the space-location of the field and source points, respectively. In Eq. (19), \( \| \| \) denoted the Euclidean norm. According to the definitions of particular solutions and homogeneous solutions, we can rewrite the Eqs. (6) and (7) as follows:

\[ \sum_{j=1}^{N_B} \beta_{j} \phi^{n+1} + \sum_{j=1}^{N_A} \alpha_{j} \phi^{n+1}_H G(\| \vec{x} - \vec{\xi} \|) = b(\vec{x}, r^{n+1}). \quad \text{(21)} \]

The linear system can be written in the following matrix form:

\[
\begin{bmatrix}
A_1 & A_2 \\
A_3 & A_4
\end{bmatrix}
\begin{bmatrix}
\beta^{n+1} \\
\alpha^{n+1}
\end{bmatrix} =
\begin{bmatrix}
S \\
b
\end{bmatrix},
\quad \text{(22)}
\]

where, the sub-elements of the linear system are

\[ A_1 = f + CF, \quad A_2 = CG, \quad A_3 = B(F), \quad A_4 = B(G), \quad C = -2 \left( \frac{c \Delta t}{\epsilon} \right)^2, \quad S = \frac{1}{c^2 \Delta t^2} \left( -5\phi^n + 4\phi^{n-1} - \phi^{n-2} \right). \quad \text{(23)} \]

In order to deal with the setup problem, the Euler scheme is used for taking the subcomponents \( \phi^{n+1} \) and \( \phi^{n-2} \) into the vector \( S \) as follows:

\[
\begin{align*}
\phi^{n+1} &= I_1 - \Delta t \cdot I_2, \\
\phi^{n-2} &= I_1 - 2\Delta t \cdot I_2, \quad n \leq 2
\end{align*}
\]

The sub-vectors \( \beta \) and \( \alpha \) can be obtained by solving the linear system as the Eq. (22). After the linear system is solved, the solution in the computational domain can be obtained from the definitions of particular solutions and homogeneous solutions as the following:

\[ \phi^{n+1} = \sum_{j=1}^{N_B} \beta_{j} \phi^{n+1} F(r_j) + \sum_{j=1}^{N_A} \alpha_{j} \phi^{n+1}_H G(\| \vec{x} - \vec{\xi} \|), \quad \text{(25)} \]

\[ E_{L^2} = \left( \sum_{i=1}^{N_f} \phi_{i}^{\text{Analytical}} - \phi_{i}^{\text{Numerical}} \right)^2 \]

IV. NUMERICAL EXAMPLE

The proposed meshless method is tested by considering three numerical examples. These are analyzed and validated to prove the accuracy and efficiency of the proposed meshless numerical scheme and also to display the advantages of the proposed wave model. We use the \( L^2 \) norm error \( (E_{L^2}) \) to estimate the accuracy, which is defined as:

\[ \left( \frac{\sum_{i=1}^{N_f} (\phi_{i}^{\text{Analytical}} - \phi_{i}^{\text{Numerical}})^2}{\sum_{i=1}^{N_f} \phi_{i}^{\text{Analytical}}} \right)^{\frac{1}{2}}, \quad \text{(26)} \]

where \( N_f \) is the number of the resolve points.
Table 1. The $E_{L2}$ comparisons for the 1D wave problem.

<table>
<thead>
<tr>
<th>Model</th>
<th>FDM (dt = 0.05)</th>
<th>FDM (dt = 0.02)</th>
<th>ELMFS (dt = 0.05)</th>
<th>ELMFS (dt = 0.02)</th>
<th>MPS-MFS (CSRBF, dt = 0.05)</th>
<th>MPS-MFS (CSRBF, dt = 0.02)</th>
<th>MPS-MFS (MQRBF, dt = 0.05)</th>
<th>MPS-MFS (MQRBF, dt = 0.02)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Delta t$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$t = 0.25$</td>
<td>9.18E-02</td>
<td>3.39E-02</td>
<td>6.24E-03</td>
<td>4.56E-03</td>
<td>2.13E-02</td>
<td>6.53E-04</td>
<td>2.15E-02</td>
<td>5.01E-04</td>
</tr>
<tr>
<td>$t = 2.5$</td>
<td>5.72E-02</td>
<td>2.46E-02</td>
<td>7.43E-03</td>
<td>4.16E-03</td>
<td>1.79E-02</td>
<td>1.02E-03</td>
<td>1.82E-02</td>
<td>7.95E-04</td>
</tr>
<tr>
<td>$t = 5$</td>
<td>1.27E-01</td>
<td>4.13E-02</td>
<td>1.32E-02</td>
<td>8.15E-03</td>
<td>5.07E-02</td>
<td>8.75E-04</td>
<td>5.12E-02</td>
<td>4.82E-04</td>
</tr>
<tr>
<td>$t = 7.5$</td>
<td>1.40E-01</td>
<td>5.27E-02</td>
<td>1.16E-02</td>
<td>9.96E-03</td>
<td>6.56E-02</td>
<td>2.20E-03</td>
<td>6.63E-02</td>
<td>1.43E-03</td>
</tr>
</tbody>
</table>

Fig. 2. The evolution of displacement for the string vibration problem by CSRBF.

Fig. 3. The $E_{L2}$ of the string vibration problem.

1. String Vibration Problem

In the first example, the string vibration problem is selected to test the performances of the wave models in one-dimensional domain. In this example, the wave speed $c = 1$ is selected in wave field for simulation. The computational domain is $0 < x < \pi$. The initial conditions are selected as:

$$\phi(x, t)|_{t=0} = \sin x - \sin 2x$$

The fixed boundary conditions are chosen as the following forms:

$$\phi(x, t)|_{x=0} = 0 \text{ and } \phi(x, t)|_{x=\pi} = 0.$$ 

The analytical solution is obtained by the method of separation of variables:

$$\phi(x, t) = \cos t \sin x - \cos 2t \sin 2x.$$ 

In this case, the ELMFS, the MPS-MFS and the FDM wave models used 41 points for calculation and the time-interval $\Delta t$ equal to 0.05 and 0.02 are selected for comparison. Fig. 2 displays the numerical results by the MPS-MFS wave model with CSRBF and time-interval $\Delta t = 0.02$. Fig. 3 depicted the history of $E_{L2}$ by the ELMFS, the MPS-MFS and the FDM wave models. From the Table 1 and Fig. 3, it is clearly shown that the error curves of the FDM model always oscillate near $10^{-2}$. And also, we detect that the accuracy of ELMFS and MPS-MFS models are better than FDM model. At the same time, the effects of the time-interval for ELMFS model are not very sensitive. When the time-interval $\Delta t = 0.05$ is used for MPS-MFS model, the error curves almost cover with the error curve of FDM ($\Delta t = 0.02$). The best result is obtained by MPS-MFS model with time-interval $\Delta t = 0.02$. From this numerical case, we consider the performance of ELMFS and MPS-MFS models are better than the FDM model. Besides, the accuracy of MQRBF for MPS-MFS model is better than CSRBF (but not much difference) in this case. It is convinced that the proposed MPS-MFS model is a high accuracy wave model.

2. Wave Vibration in 2-D Irregular Domain

We next consider a more complicated wave vibrating problem in an irregular domain with a smooth edge and wave speed $c = 1$. The computational domain $\Omega$ and its boundary $\partial \Omega$ are defined as follows:
Table 2. The $E^2_L$ comparisons for the 2D wave problem.

<table>
<thead>
<tr>
<th>Model</th>
<th>FEM</th>
<th>MPS-MFS</th>
<th>MQRBF</th>
</tr>
</thead>
<tbody>
<tr>
<td>Points</td>
<td>4,693</td>
<td>11,339</td>
<td>15,981</td>
</tr>
<tr>
<td>$t = 12$</td>
<td>6.24E-04</td>
<td>2.44E-04</td>
<td>1.18E-04</td>
</tr>
<tr>
<td></td>
<td>1.03E-03</td>
<td>2.21E-04</td>
<td>1.11E-03</td>
</tr>
<tr>
<td>$t = 24$</td>
<td>8.52E-05</td>
<td>3.70E-05</td>
<td>1.03E-03</td>
</tr>
<tr>
<td></td>
<td>2.10E-04</td>
<td>1.18E-03</td>
<td>2.81E-04</td>
</tr>
<tr>
<td>$t = 36$</td>
<td>5.87E-04</td>
<td>2.67E-04</td>
<td>8.50E-04</td>
</tr>
<tr>
<td></td>
<td>2.68E-04</td>
<td>8.92E-04</td>
<td>3.97E-04</td>
</tr>
<tr>
<td>$t = 48$</td>
<td>1.13E-03</td>
<td>5.27E-04</td>
<td>8.50E-04</td>
</tr>
<tr>
<td></td>
<td>4.44E-04</td>
<td>1.48E-03</td>
<td>6.98E-04</td>
</tr>
<tr>
<td>$t = 60$</td>
<td>8.59E-04</td>
<td>4.07E-04</td>
<td>1.27E-03</td>
</tr>
<tr>
<td></td>
<td>3.75E-04</td>
<td>1.38E-03</td>
<td>5.90E-04</td>
</tr>
</tbody>
</table>

The boundary condition is given as:

$$\phi(x, y, t) = 3 + \cos \frac{\pi x}{10} \cos \frac{\pi y}{10} \sin \frac{2\pi t}{10}$$

and the analytical solution is:

$$\phi(x, y, t) = 3 + \cos \frac{\pi x}{10} \cos \frac{\pi y}{10} \sin \frac{2\pi t}{10}$$

In this case, we used 433 and 1,209 points for MPS-MFS model calculation. In order to verify the correctness of numerical results for the proposed MPS-MFS wave model, we also solved the same problem by the FEM (combine with the Houbolt FD scheme and linear triangle elements with 4,693, 11,339 and 15,981 points). Fig. 4 depicts the evolution of the $E^2_L$ obtained by the MPS-MFS and the FEM. We discover that there is no large difference between the error curves from the MPS-MFS (by CSRBF with 1,209 points) and the FEM (15,981 points). Besides, the accuracy of MPS-MFS by CSRBF is better than MQRBF in this case (but not very large). In the $E^2_L$ curve obtained by the MPS-MFS model (433 points), the error curves always oscillate near $10^{-3}$. Besides, the MPS-MPS model shows the good performance with smaller number of points (1,209 points) than the FEM results with larger number of points (15,981 points) as shown in Table 2. In this test, the proposed time-marching MPS-MFS model uses very few collocation points to deal with this irregular-domain problem and still yields as accurate results as the FEM, which uses a very dense mesh and many points.

Furthermore, we change the wave speed ($c = 1.5$), initial and boundary conditions to test the wave propagation problem with the same domain shape. The hump shape of the initial displacement and zero initial velocity are listed as follows:

$$\phi(x, y, t) = 3 + \cos \left(\frac{\pi x}{10} \cos \frac{\pi y}{10} \sin \frac{2\pi t}{10}\right)$$

and the fixed boundary condition is:

$$\phi(x, y, t) = 0$$

We used 1,209 collocation points with a time-interval $\Delta t = 8 \times 10^{-3}$ to simulate this problem. The same problem was also simulated by the FEM with mesh dependent results (11,339 and 15,981 points). Figs. 5 (a)-(d) displayed the evolution history of the displacement at $(x, y) = (0, 5), (0, 13), (0, 0)$ and $(-5, -5)$, respectively. From Figs. 5 (a)-(d), we can observe...
that the solutions from MPS-MFS are still similar to the results by FEM, however the present method only use very small amount of points and one order of points is used by the FEM. Figs. 6 (a)-(f) depict the evolution of the complex wave phenomena.

3. Wave Vibration in 3-D Irregular Domain

We next consider a wave vibration problem in a three-dimensional irregular domain without boundary effects. In this simulation, the wave speed \( c = 2 \) is selected. The computational domain boundary is described as the following:

\[
\partial \Omega = \left\{ (x, y, z) \mid \begin{array}{l}
x = R_c \cos \theta \\
y = R_c \sin \theta \sin \phi \\
z = R_c \sin \theta \cos \phi
\end{array} \right\},
\]

where, \( R_c \) is defined as:

\[
R_c = \sqrt[1/3]{\cos \theta + (8 - \sin^2 \theta)^{1/3}}. \quad (38)
\]

The initial potential and initial velocity are selected as:

\[
\phi(x, y, z, t) \bigg|_{t=0} = 0,
\]

\[
\frac{\partial \phi(x, y, z, t)}{\partial t} \bigg|_{t=0} = \frac{\sqrt{3} \pi}{4} \cos \frac{\pi x}{8} \cos \frac{\pi y}{8} \cos \frac{\pi z}{8}, \quad (39)
\]

and the boundary condition is obtained from the analytical solution which is:

\[
\phi(x, y, z, t) = \cos \frac{\pi x}{8} \cos \frac{\pi y}{8} \cos \frac{\pi z}{8} \sin \frac{\sqrt{3} \pi t}{4}. \quad (40)
\]
Fig. 6. The evolution of the wave propagation problem (a) $t = 0$, (b) $t = 2.4$, (c) $t = 4.8$, (d) $t = 7.2$, (e) $t = 9.6$, and (f) $t = 12$.

Fig. 7. The evolution of the wave potential in 3D irregular problem (a) $t = 0.25$, (b) $t = 0.75$, (c) $t = 1.25$, (d) $t = 1.75$, (e) $t = 2.25$, and (f) $t = 2.75$. 
Table 3. The $E_{L^2}^t$ comparisons for the 3D wave problem.

<table>
<thead>
<tr>
<th>Model</th>
<th>FEM (10,786 Nodes)</th>
<th>FEM (21,783 Nodes)</th>
<th>FEM (32,526 Nodes)</th>
<th>MPS-MFS (MQRBF, 1389 Points)</th>
<th>MPS-MFS (MQRBF, 3,233 Points)</th>
<th>MPS-MFS (CSRBF, 1389 Points)</th>
<th>MPS-MFS (CSRBF, 3,233 Points)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Points</td>
<td>10,786</td>
<td>21,783</td>
<td>32,526</td>
<td>1,389</td>
<td>3,233</td>
<td>1,389</td>
<td>3,233</td>
</tr>
<tr>
<td>t = 5</td>
<td>3.70E-03</td>
<td>2.30E-03</td>
<td>1.73E-03</td>
<td>1.14E-03</td>
<td>1.91E-04</td>
<td>8.83E-04</td>
<td>9.48E-05</td>
</tr>
<tr>
<td>t = 10</td>
<td>4.38E-03</td>
<td>2.64E-03</td>
<td>1.96E-03</td>
<td>1.90E-03</td>
<td>2.40E-04</td>
<td>1.44E-03</td>
<td>2.18E-04</td>
</tr>
<tr>
<td>t = 15</td>
<td>2.42E-03</td>
<td>1.30E-03</td>
<td>8.84E-04</td>
<td>1.44E-03</td>
<td>1.68E-04</td>
<td>1.19E-03</td>
<td>1.40E-04</td>
</tr>
<tr>
<td>t = 20</td>
<td>3.88E-03</td>
<td>2.72E-03</td>
<td>2.08E-03</td>
<td>1.16E-03</td>
<td>1.73E-04</td>
<td>7.95E-04</td>
<td>1.71E-04</td>
</tr>
<tr>
<td>t = 25</td>
<td>1.12E-02</td>
<td>7.30E-03</td>
<td>5.56E-03</td>
<td>2.23E-03</td>
<td>2.30E-04</td>
<td>1.65E-03</td>
<td>1.63E-04</td>
</tr>
</tbody>
</table>

In this paper, a novel numerical method based on the MPS, MFS and Houbolt FD method is developed to approximate the solutions of multi-dimensional wave equations. The Houbolt method is used to avoid the difficulty of constructing the linear algebraic system of the Cauchy conditions. The resulting partial differential equations are handled by the coupled MPS-MFS model. In addition, the proposed meshless model is free from the numerical quadrature and mesh generation. Three numerical examples in one-, two- and three-dimensional domains are selected to verify the efficacy of the proposed method. From the numerical results, it can be observed that accurate solutions in irregular domains can be obtained easily by the proposed method with very few collocation points. The numerical results demonstrate the accuracy, consistency and applicability of the proposed meshless numerical model for multi-dimensional wave equations with irregular geometries.

V. CONCLUSION

In this case, we used 1,389 collocation points (with 361 boundary points), as well as 3,233 collocation points (with 648 boundary points) and a time-interval $\Delta t = 2.5 \times 10^{-3}$. In order to demonstrate the accuracy of numerical results, the same problem is solved by the FEM with linear tetrahedral by 10,786 points, 21,783 points and 32,526 points, respectively. In Figs. 7 (a)-(f), we present the MPS-MFS solution profiles at $x = 0$, $y = 0$ and $z = 0$ which are obtained by MQRBF. Fig. 8 depicts the evolution of the $E_{L^2}^t$ obtained by the MPS-MFS and the FEM. From Fig. 8 and Table 3, $E_{L^2}^t$ by the MPS-MFS (1,389 points) and the FEM (32,526 points) are almost the same. In the $E_{L^2}^t$ curve obtained with the MPS-MFS (both CSRBF and MQRBF, 3,233 points), the error curves always oscillate near $10^{-4}$ and are smaller than the FEM results with a larger number of points. And also, the accuracy of MPS-MFS model by MQRBF is better than CSRBF in this case (but not very large). From these comparisons, we conclude that the proposed MPS-MFS model is a highly accurate and efficient numerical tool for solving the multi-dimensional wave problem with irregular domain even when using very few collocation points.
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