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ABSTRACT 
Past literature has mostly discussed port selection.  How-

ever, within a given region, any port which meets a carrier’s 
threshold conditions is eligible for consideration, and a ter-
minal operator at any of these ports is a candidate for entering 
into a contract with the carrier.  The choice is not restricted to 
terminal operators at a single given port.  Thus the choice of 
terminal operator between ports within a given region is an 
important issue in the decision-making process and has rarely 
been addressed in the literature.  The main purpose of this 
paper is to examine a situation in which all ports in a country 
or region meet the minimum criteria set by carriers, and how 
carriers then select terminal operators. 

I. INTRODUCTION 
The selection of ports and the factors involved in making 

the selection are important to carriers, shippers, cargo owners, 
third party logistics providers and port (or terminal) managers.  
The literature on the subject of port selection is always enor- 
mous in quantity.  Authors [2, 13] have argued that the carrier 
is the key decision maker in the selection of ports.  Tongzon 
[14] finds that in fast-developing supply chains, shippers con- 
sider logistics services throughout the entire supply chain.  
They do not focus exclusively on port selection, which is just 
one of several important factors within the logistics system.  
Accordingly, the influence of cargo owners and shippers on 
port selection is declining.  Third party logistics providers, 
who coordinate delivery from origin to destination via several 
different shippers, have become the major decision-makers. 

Port selection is complicated by several limiting factors.  
First, most carriers do not use or operate ports in close prox-
imity to each other.  When there is a need to load/unload at a 
different port in the same region, cargo may be sent using an 
associated carrier [10].  Second, port charges are very difficult  
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Fig. 1.  The frame structure of the transmitted bit stream. 

 
 

to estimate because of their complexity and because of the 
form of contracts for certain services.  Carriers often sign con- 
tracts with ports in which prices are based on guaranteed cargo 
quantities.  Published port tariffs are applicable only to irregu- 
lar users of port services.  In addition, carriers may operate 
terminals at some ports, and use public terminals at others. 

The archetypal model is carriers which do not own or op-
erate terminals.  These carriers generally have a two stage 
decision making process: first they select the port for a given 
shipment, and then they select a terminal operator at the cho-
sen port.  This process involves consideration of a multiplicity 
of factors, including port performance across a range of indi-
cators.  This paper suggests that ports are selected not neces-
sarily on the basis of being the best in any set of indicators; 
rather they must have acceptable performance level on all 
indicators.  These acceptable limits form a threshold in port 
selection, not a single decisive criterion.  For example, ship-
ping lines may select any port which offers dwelling time 
within acceptable limits. 

Terminal operator selection has rarely been addressed in the 
literature contrast to port selection.  The main contribution of  
this paper is to examine a situation in which all ports in a coun- 
try or region meet the minimum criteria set by shipping lines, 
and how shipping lines then select terminal operators within 
this country or region.  Taking Taiwan as an example, the six 
terminal operator options available to shipping lines bringing 
cargo into Taiwan are shown in Fig. 1.  Previous literature [1, 9, 
10, 13, 14] suggests that the criteria for port selection depend 
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on both the port user and the type of cargo, therefore this paper 
focuses its analysis on carriers. 

The rest of this paper is organized as follows.  Section 2 dis- 
cusses the research methods and  tools employed in this paper.  
Section 3 develops a mathematical programming model, and 
using Particle Swarm Optimization (PSO) technique to solve 
the optimal solution.  Section 4 applies the model to the ports 
of Keelung, Taichung and Kaohsiung in Taiwan.  Finally, con- 
clusions and suggestions are summarized in Section 5. 

II. RESEARCH METHODS  

1. Mathematical Programming Model 
Two main approaches have been used in research on the 

problem defined in Section 1: statistical (probabilistic) and 
mathematical programming approaches.  Statistical techniques 
allow the weighting of ports (or terminal operators) using 
probabilistic scheme or find relevant factors by dividing ports 
(or terminal operators) into groups.  However, these tech-
niques can only derive factors relevant to the suitability of a 
given port (or terminal operator), which are then used in the 
next stage of decision making.  In order to deal with these 
problems of indefiniteness and a lack of explicit standards, 
researchers have used questionnaires to gather data on the 
decisions of a large number of carriers or other organizations, 
and to derive effective selection models [9]. 

The selection of a terminal operator in a given region is an 
optimization problem.  Optimization theory has been applied 
in many fields: production planning, product design, con-
struction schedules, economic management and control sys-
tems, etc.  Cost factors have also been included into port se-
lection model in recent researches, and the model is no longer 
limited to the traditional selection of a single port.  Shipping 
routes are diversifying.  The goals of carriers now are not just 
port selection, but improvement of quality and minimization 
of costs.  These additional factors complicate the issue, so it  
is necessary to apply mathematical programming [6].  Mathe- 
matical programming involves quantitative principles, so ef- 
fective models of the problem can be generated and used to 
develop solutions.  There have been many studies on port (or 
supplier) selection taking total costs into consideration. 

Benton [1] notes that when discounts are applied in the 
mathematical programming, the model becomes complex and 
too difficult to solve for commercial software.  The models 
must therefore be redeveloped or heuristic techniques used.  
The aim of  heuristic techniques is to reduce the program.  
Even when the optimal solution cannot be found within the 
time available, a good solution can be obtained for reference 
during decision-making.  Early heuristic methods focused on 
simulating biological functions or evolutionary phenomena.  
Genetic Algorithm (GA), Simulated Annealing (SA) and PSO 
are the methods most often applied to structure optimization. 

In recent years, heuristic search methods have focused on 
simulating behavior in social systems: “swarm intelligence”, 
intelligent behavior which emerges from systems of large  
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Fig. 2.  Movement of particles in a PSO model [12]. 

 
 

numbers of simple individual, such as fish shoals or flocks of 
birds.  These collectives are simulated in order to find optimal 
behavior patterns.  PSO is one such model, using population 
dynamics to optimize nonlinear functions.  Within a socialized 
group, the behavior of each individual is affected not only by 
its perceptions and past experiences, but also by the group 
behavior of the society [5]. 

The main advantage of PSO is that only the particles with 
the best level of fitness need be tracked for speed and direction.  
This makes the technique fairly simple, and it is not necessary 
to adjust the parameters very often [5].  In this paper, PSO, 
proposed by Eberhart and Kennedy [4], is applied to solve the 
Mixed Integer Programming (MIP) model derived from the 
terminal operator choice problem. 

2. PSO 
Eberhart and Kennedy [4] discuss a PSO model of food- 

seeking behavior in flocking birds.  PSO assumes that there is 
only a single food source in a given region, and individuals do 
not know how far they are from the food source.  Each bird is 
modeled as a particle.  For each particle, the best strategy for 
finding the food source is searching around the position of the 
individual nearest to the food source.  The most important 
feature of the model is that particles can exchange information 
about their past experiences.  This feature allows the flock (of 
birds, or swarm of particles) to progress towards the food 
source, as in Fig. 2. 

In PSO, each solution is conceived of as a bird, and is called 
a “particle”.  A fitness function is calculated for each particle 
to determine the fitness of its current position, and each par-
ticle must have memory so that it can remember the position in 
which it experienced its highest level of fitness.  Each particle 
also has a speed, which determines its direction of flight and 
how far it goes each iteration.  The calculations for PSO are  
as follows [11]. 

 
(1) Initial: the particles are generated in a k-dimensional space 

with random positions and speeds. 
(2) Evaluation: the value of the fitness function must be as-

sessed for each particle to determine its fitness for the 
objective function.  The fitness function is the mathematical 
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programming model above. 
(3) Fine the Pbest: each particle’s current fitness is constantly 

compared to its previous fittest solution, and in the next 
iteration it moves to improve its fitness. 

(4) Fine the Gbest: individual bests and global bests are com-
pared, and if the individual best is more fit than the global 
best, then the global best is updated. 

(5) Update the Velocity: this paper applies the concept of 
inertia weight, introduced by Shi and Eberhart [11].  The 
particle velocity and position functions are: 

 
1 2() ( ) ()

( ) 

id id id id

gd id

V W V C Rand P X C Rand

P X

= × + × × − + ×

× −
 (1) 

 id id idX X V= +  (2) 

 where Vid calls the velocity for particle i, represents the 
distance to be traveled by this particle from its current 
position, Xid represents the particle position, Pid represents 
its best previous position (i.e. its experience), and Pgd 
represents the best position among all particles in the 
population.  Rand and rand are two random functions with 
a range [0,1].  C1 and C2 are positive constant parameters 
[4]. 

 
1 1 2 2( )

( )

new old old
id id id id

old
gd id

V W V c rnd P X c rnd

P X

= × + × × − + ×

× −
 (3) 

 new old new
id id idX X V= +  (4) 

 where Vid
new calls the new velocity of particle i; Vid

old 
represents the previous velocity of particle i; W represents 
the inertia weight; Pid is Pbest; Pgd is Gbest; Xid

new represents 
the new position of particle i; Xid

old  represents the previ-
ous position of particle i; c1 and c2 are acceleration coef-
ficients; rnd1 and rnd2 are random numbers and uniform 
distribution between 0 and 1. 

(6) If a stop criterion is met, then stop; otherwise, loop to step 
2 and continue.  Stop criteria is generally a predetermined 
number of iterations. 

III. MODEL FOR SELECTING TERMINAL 
OPERATOR 

2. Carriers 
Maritime cargo carriers have the following characteristics: 
 

(1) A shipping route will pass through several regions, and 
each region will offer several port options (in Taiwan, 
Keelung, Taichung and Kaohsiung).  Once a port is se-
lected, a carrier then has a choice of terminal operators. 

(2) The loading rate of a terminal operator is limited by the 

number of terminals it operates.  The type of vessel it re-
ceives also affects the length of the berth windows it can 
offer. 

(3) Some carriers, operating multiple routes, may bring to a 
single port a greater cargo throughput than one terminal 
operator can handle.  When several vessels arrive at a 
single port at the same time, it may be necessary to use a 
second terminal operator.  Because each operator has dif- 
ferent tariffs, the allocation of vessels and cargos to dif-
ferent operators becomes an important operational issue. 

(4) There is a variation in the requirements at port and the 
costs associated with different types of cargo.  Cargo types 
requiring different services include: import & export 
cargo, transshipped and transferred cargo, special cargo, 
and cargo in import and export container yards and inland 
distribution centers.  A carrier may therefore choose to use 
more than one operator to deal with different cargo types 
(e.g., for shipside loading it is necessary to arrange and 
pay for haulage, an inland distribution point, etc.). 

 
The two key factors affecting carrier selection of port or 

terminal operator are cost and speed of (un)loading.  Loading 
speed affects port costs, but it can also affect a ship’s berth 
windows at other ports along its route, and thus the costs of the 
entire shipping route.  In this study, minimizing berthing costs 
is taken as a target, while constraints include the capacity, 
speed and berthing time provided by terminal operators.  Cargo 
losses in ports also affect the business and costs of carriers, so 
the damage rate is also an important factor. 

2. Assumptions and Limitations 
The model is bound by the following assumptions and 

limitations. 
 

(1) Carriers operate multiple lines with multiple types of 
cargo within the given region. 

(2) Ports and terminal operators differ only in the following 
factors: (un)loading speed, damage rate, capacity, berth-
ing window, berthing rates.  Otherwise, all ports and ter-
minal operators are assumed to be equal, or not signifi-
cantly different. 

(3) Carriers cannot select a terminal operator which does not 
provide the services the carrier requires. 

(4) The harbor costs of terminal operators within one port are 
assumed to be equal.  Harbor services such as tugs, pilo-
tage, refueling and provision of water are assumed to cost 
the same for each operator. 

(5) In order to simplify the model, all kinds of services (stor- 
age for any number of days, equipment use, securing and 
management of cargo) for all kinds of cargo (Container 
Yard (CY), Container Freight Station (CFS), transship-
ments, air freight, refrigerated containers) are paid for at a 
packaged rate.  Terminal operators differ only in the rates 
they charge. 

(6) In order to simplify the model, all services by external  
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 freight haulers (irrespective of distance, handling etc.) for 
all kinds of cargo (CY, CFS, transshipments, air freight, 
and refrigerated containers) are paid for at a fixed rate.  
Haulers differ only in the rates they charge. 

(7) There are no discounts for volume on costs incurred out-
side the port. 

(8) There is an upper limit on the capacity of any terminal 
operator (no. of terminals/gantries, optimum (un)loading 
rates and times).  In any given unit of dwelling time, the 
work completed by the terminal operator cannot exceed 
this maximum capacity. 

(9) The damage rate for a selected terminal operator may not 
be higher than the minimum requirement of the carrier. 

(10) Time spent at each port and loading rates may not be 
lower than the minimum requirements of the carrier. 

(11) Terminal operators have costs in addition to their costs 
for port services.  The other charges they impose on car-
riers (for administration, legal consultancy, forms, inter-
est on payments, visits, transport, document fees, etc.) are 
grouped together as transaction costs. 

(12) Terminal operators are assumed to have the capacity to 
provide all of the storage demanded by carriers. 

(13) Tariffs are assumed to be constant over the period of the 
study, unaffected by inflation or other factors. 

(14) A carrier operating more than route through a port can 
select to give all of its business to a single terminal op-
erator, if the total cargo does not exceed the operator’s 
capacity.  Conversely, where more than one carriers op-
erate on a single route, they may select to give their 
business to different terminal operators. 

(15) Vessels can leave once cargo operations are complete, so 
dwelling time is assumed to be equal to the time required 
for (un)loading. 

3. Mathematical Model 
The costs of using a port are modeled as: fixed costs asso-

ciated with using the terminal operator (including the costs of 
travel from the previous port to the current port, as well as port 
costs); transaction costs; fixed costs from loading damages; 
costs associated with different types and quantities of cargo; 
variable costs that are incurred outside the port (freight haul-
age and distribution center costs); variable costs associated 
with damage to cargo from loading damages.  Based on these 
factors and Kasilingam and Lee [7], the MIP model is dem-
onstrated as below:  

 
Min total system costs 
s.t. (1) loading capacity limits 
 (2) dwelling time limits 
 (3) damage rate limits 

 
where, decision variables are: 

 
xij: throughput of terminal operator j to handle cargo type i 

{1, if terminal operator  is selected
0, otherwisej

jy =  

and, parameters are: 
 
aij: cost of a damage unit when terminal operator j handling 

cargo type i; 
cij

k: tariff offered by terminal operator j for handling cargo 
type i at discount level k.  cij

0  represents the basic, un-
discounted price; 

Di: the demand for handling cargo type i; 
dij: costs incurred outside the port during the handling of 

cargo type i by terminal operator j; 
eij: transaction costs other than port costs; 
fj: fixed costs associated with selecting terminal operator j; 
Hij

k: the volume of cargo type i which terminal operator j 
handles at discount level k.  Hij

0 = 0; 
i: cargo type, i =1, 2, …, n; 
j: terminal operator,  j = 1, 2, …, m; 
Kij: discount level offered by terminal operator j when han-

dling cargo type i, k = 0, 1, 2, …, Kij; 
 L: longest permitted dwelling time; 
lj: dwelling time associated with terminal operator  j; 
m: number of terminal operators; 
n: number of cargo types; 
Qi: highest permitted damage rate for cargo type i; 
qij: damage rate for cargo type i recorded by terminal op-

erator j; 
Vij: capacity of terminal operator j to handle cargo type i; 

 
A step model of discounts developed by Yeh [15] is used.  

Yeh’s model optimal procurement policies for multi-product 
multi-supplier with capacity constraint and price discount (5): 

 

0 0 1

1 1 2

( ) ,  

( ) ,  

          ...

( ) ,  

ij ij ij ij ij ij

ij ij ij ij ij ij

k k
ij ij ij ij ij

F x C x H x H

F x C x H x H

F x C x H x

= = <

= = <

= =

 (5) 

The objective function for minimizing total cost incorpo-
rating discount can be expressed as formula (6); the con-
straints are listed from formula (7) to (12): 

 
{ }, y 1 1 1

1 1

( )

ij j

m n m

j j ij j
x j i j

n m

ij ij ij ij ij ij
i j

Min TC f y e y

F x x d x a q

= = =

= =

= +

⎡ ⎤+ + +⎣ ⎦

∑ ∑∑

∑∑
 (6) 

 . .    ,  ,  ij ij js t x V y i j≤ ∀ ∀  (7) 

 
1 1

m m

j j j
j j

l y L y
= =

≤∑ ∑   (8) 

 
1

,  
m

ij j i
j

q y Q i
=

≤ ∀∑  (9) 
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 0,  ,  ijx i j≥ ∀ ∀  (10) 

 
1

,  
m

ij i
j

x D i
=

= ∀∑  (11) 

 { }0,  1 ,  jy j∈ ∀  (12) 

4. Model Notes 
This is a two-stage model.  The first stage is the decision on 

allocation of cargo to terminal operators; the second stage 
incorporates discounts.  Fixed costs are assumed to be calcu-
lated as a single payment, while other variable costs are added 
separately; the costs associated with damages during the han-
dling of various cargo types also vary from operator to opera- 
tor, so these are separately calculated.  Formula (5) expresses 
discounts for volume as F(xij), where discounts are applied in 
progressive steps based on the volume of business.  Formula 
(6) is the objective function for minimizing costs, including 
port costs, transaction costs associated with cargo types, dis-
counts, services inside and outside the port, and damage costs.  
Formula (11) represents the necessity to meet the demand for 
handling of all cargo types.  Formula (7) limits the through- 
put not exceeds the capacity of the terminal operators.  For-
mulas (8) and (9) represent the longest permissible dwelling 
times and damage rates for each cargo type.  Formula (10) 
Limits cargo volumes to nonnegative values; formula (12) is a 
binary integer variable representing the choice of terminal 
operator. 

5. Algorithm Design 
The PSO algorithm is applied to solve the problems of se-

lecting terminal operators.  For MIP model, the PSO solution 
should be decoded from continuous decision space to discrete 
decision space.  Furthermore, the PSO algorithm may search 
infeasible solution in the optimization process.  Thus, this 
paper incorporates the penalty function into the objective 
function and the particle swarm would move towards the 
feasible direction through the penalty to feasible solution.  The 
revised PSO algorithm is designed as follows: 

 

1) Coding and Decoding Design of Particle 

In the algorithm, d
ijz  means the position of particle d, where 

subscripts i and j are referred to variable x
ij 
in the mathematical 

model and the dimension of particle is the multiple of con-
tainer categories and terminal operators (n × m).  From the 
formula (7) of the mathematical programming, it is required 
that each category of container demand volume should be 
satisfied, that is, the sum of each category of container volume 
allocated to the terminal operator has to be equal to the con-

tainer demand volume (
1

,  ).
m

ij i
j

x D i
=

= ∀∑   To satisfy this con-

straint, its ratio will be referred to decide the allocation volume 

of variable x
ij
 in decoding process. 

Besides, the value of d
ijz  could be negative, so the ratio of 

d
ijz  would be set to be zero while it is below zero in trans-

forming.  Thus, only non-negative d
ijz  should be considered in 

decoding.  In this paper, for each i the set of subscript j of 
non-negative d

ijz  is as follows.  

 { 0, },d
i ijj z j i= > ∀ ∀J  (13) 

And it could be decoded via formula (14) while trans-
forming d

ijz into x
ij
, where,  

 
 0

, ,  
0  0

i

d d d
i ij ij ij

j J
ij

d
ij

D z z if z  
x i j

if z
∈

⎧ ⎛ ⎞ >⎜ ⎟⎪ ⎝ ⎠= ∀ ∀⎨
⎪ ≤⎩

∑
 (14) 

On the other hand, the mathematical programming model 
of Section 3.3 has two kinds of decision variables xij 

and yj.  If 
the container volume allocated to terminal operator j is zero 
then yj = 0, meaning terminal operator j not employed.  On the 
opposite, it means that terminal operator j is employed and 
variable yj is decoded via formula (15). 

 11   0
,

0         

n
i ij

j
if x

y j
otherwise

=⎧ =⎪= ∀⎨
⎪⎩

∑  (15) 

2) Design of Penalty Function 
In this paper the mathematical programming model consists 

of four kinds of constraints, from formulas (7) to (9) and (11).  
Formula (7) could be processed through decoding and the rest 
of constraints would be processed through penalty function.  
The penalty function consists of three parts as below. 

 
a) When the allocation volume violates the ceiling limit of 

production of terminal operator in formula (8), the function 
of violation volume is:  

 1

 
( ) , ,  

0  
ij ij ij ij

ij
ij ij

x V if x V
u x i j

if x V
− >⎧⎪= ∀ ∀⎨ ≤⎪⎩

 (16) 

b) When the sum of turnaround time violates the maximum 
turnaround time (L) of each container categories in formula 
(9), the function of violation volume is: 

 1 1
2

1

   
( )

0    

m m

j j j j
j j

m

j j
j

l y L if l y L
u

if l y L

= =

=

⎧
− >⎪

⎪= ⎨
⎪ ≤⎪⎩

∑ ∑

∑
y  (17) 
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 where, y is the set of variable yj, expressed by y = {yj, j = 
1, …, m}. 

c) When the sum of minimum accident rate of employed ter-
minal operator violates the minimum accident rate (Qi) of 
each container categories in formula (11), the function of 
violation volume is, 

 1 1
3

1

    
( ) ,

0     

m m

ij j i ij j i
j ji

m

ij j i
j

q y Q if q y Q
u i

if q y Q

= =

=

⎧
− >⎪

⎪= ∀⎨
⎪ ≤⎪⎩

∑ ∑

∑
y  (18) 

 where y is the set of variable yj, expressed by y = {yj, j = 
1, …, m}. 
 
In accordance with the functions of violation volume in a), 

b) and c), assuming the penalty value p1 given per each unit of 
allocation volume in formula (8); the penalty value  p2 given 
per each unit of allocation volume in formula (9); the penalty 
value p3 given by each unit of allocation volume in formula  
(11), the penalty function is defined as: 

 1 1 2 2 3 3
1 1 1

( ,  ) ( ) ( ) ( )
n m n

i
ij

i j i

g p u x p u p u
= = =

⎛ ⎞ ⎛ ⎞
= + +⎜ ⎟ ⎜ ⎟⎜ ⎟ ⎝ ⎠⎝ ⎠

∑∑ ∑x y y y  (19) 

In this paper ,we set penalty value p1 = 108, p2 = 109 and p3 = 
1012.  The fitness will be re-evaluated as follows: 

Fitness = f(x) + Penalty 

1 1 1 1 1

( ) ( )
m n m n m

j j ij j ij ij ij ij ij ij
j i j i j

f x f y e y F x x d x a q
= = = = =

⎡ ⎤= + + + +⎣ ⎦∑ ∑∑ ∑∑  
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3) Method to Generate Initial Solution 
PSO algorithm is employed to search the optimal solution 

through the movement process of particle swarm.  If the  
particle swarm of initial solution is scattered unequally or 
homogeneously, it may reduce the possibility searching the 
optimal solution via PSO algorithm.  Therefore, in this paper 
the initial solution is generated randomly in order to scatter 
particle swarm equally.  On the other way, to avoid the ho-
mogeneity of initial solution, two methods to generate the 
initial solution are designed and they are employed in the 
mixed way, described as follows. 

 
a) First it is randomly decided whether to employ the terminal 

operator or not (the probability of employment is 0.5).  And 
then it will be randomly decided each category of solution. 

Table 1.  Shipping volumes for company A. 

Route Full 
TEUs 

Empty 
TEUs 

Transshipment 
TEUs Total 

X   50,000 15,000 15,000   80,000
Y   40,000 15,000 15,000   70,000
Z   30,000 20,000 30,000   80,000

Total 120,000 50,000 60,000 230,000
 
 

Table 2.  Fixed costs. 
Terminal 

operator (yj) 
Fixed handling costs 
(fj) (NTD/20’laden) 

Other transaction 
costs (eij) 

y1 1,200 2,000 
y2 1,000 1,400 
y3    600 1,000 
y4 1,200 2,000 
y5 1,000 1,400 
y6    600 1,000 

 
 

b) To generate the solution which only one terminal operator 
is employed, the terminal operator will handle all categories 
of  container demand volume.  Suppose m  groups of ter-
minal operators divided, and group j means the j terminal 
operator is employed.  This kind of initial solution is ex-
treme solution.  It could increase the dispersibility and di-
verseness of initial solution. 

IV. WORKED EXAMPLE 
The data for this example comes from company A.  Three of 

company A’s shipping routes and cargo types are selected, but 
will not be revealed here in order to protect the company’s 
information.  Two terminal operators are selected from Keelung, 
Taichung and Kaohsiung ports, giving a total of six options. 

1. Collect Simulate Data 
(1) Di: a total demand of 120,000 TEUs per year is necessary 

for the three lines, plus 50,000 empty TEUs, plus 60,000 
transshipment TEUs.  See Table 1. 

(2) Li: customers (cargo owners) are particularly concerned 
about delays in the shipping process.  In this paper, the 
time a cargo spends at port is taken to be identical to the 
dwelling time.  This is true for all cargo types.  In this 
paper, the longest dwelling time permitted by company A 
is 13 hours. 

(3) Qi: the maximum permitted damage rate for all cargo 
types is 0.1%;  for empty containers and transshipment 
containers, it is 0.5%.   

(4) For ease of calculation, vessels on the three routes are all 
assumed to be coming to Taiwan from the same port.  The 
fixed costs for each terminal operator and other transac-
tion costs are  given in Table 2. 

(5) Damage rates, cost of land haulage and average costs  
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Table 3.  Other costs per container. 
Damage rate (qij) Costs external to the port (dij) Costs associated with damages (aij) Operator 

(yj) Full Empty Transshipment Full Empty Transshipment Full Empty Transshipment
y1 4.80% 2.40% 0.80% 2,000 1,000 0 50,000 20,000 55,000 
y2 5.40% 3.15% 0.45% 1,400    800 0 65,000 15,000 60,000 
y3 4.40% 2.20% 4.40% 1,000    600 0 45,000 10,000 70,000 
y4 4.20% 2.10% 0.70% 2,000 1,000 0 30,000   8,000 65,000 
y5 5.40% 3.15% 0.45% 1,400    800 0 40,000 17,000 55,000 
y6 4.00% 2.00% 4.00% 1,000    600 0 55,000 14,000 50,000 

 
 

Table 4.  Discounts and capacities for terminal operators. 
Volume discounts 

Operator (yj) Volume (1,000 TEUs) ( Hij
k) Discount (cij

k) 
Dwelling time  

(hours) (lij) 
Annual capacity 

(TEUs) (Vij) 
Hourly capacity 

(move/hour) 
< 20 0.90 

20-50 0.80 y1 

> 50 0.75 
12    70,000 50 

< 10 0.95 
10-30 0.90 y2 

> 30 0.80 
15    50,000 60 

< 30 0.90 
30-60 0.80 y3 

> 60 0.70 
12 100,000 55 

< 20 0.95 
20-40 0.85 y4 

> 40 0.80 
13    80,000 45 

< 10 0.95 
10-30 0.90 y5 

> 30 0.75 
11    40,000 65 

< 50 0.85 
50-70 0.80 y6 

> 70 0.70 
10 120,000 50 

 
 

 associated with damages are given in Table 3. 
(6) Discounts and Handling charge are taken to be equal for 

all cargo types.  Terminal operator capacities are totals for 
all three cargo types, as in Table 4.  Published tariffs are 
given in Table 5. 

2. Parameters Setting 
This paper tests the parameters of PSO algorithm, mainly 

including termination condition, number of particle swarms, 
acceleration coefficients (c1, c2) and inertia weight w.  More-
over, the method to generate the initial solution will also be 
discussed accordingly.  The termination condition is first ana-
lyzed. 

1) Number of Evaluations 
To suppose that the number of particle swarms is 10, learn- 

ing factors c1 = c2 = 2, and inertia weight w = 0.8, by testing 
termination condition between 500 and 1,500 evaluations, the 

results of final objective value varied as Table 6. 
From Table 6, it is found that the better results are produced 

at number of evaluations equal 600, 900, and 1,000 respec-
tively.  Usually the more computation time will gain better 
results.  But it is not sustained in this case.  The reason might 
be the less number of particle swarms to reduce the stability of 
solutions.  In this paper the number of evaluations of PSO is 
chosen at 1,000 and the computing time of solution takes 
about 0.06 seconds with number of evaluations between 900 
and 1,000. 

2) Number of Particle Swarms 
From the analytical results on termination condition, the 

number of evaluations is chosen to be 1,000.  Supposing that 
the acceleration coefficients c1 = c2 = 2, and inertia weight w = 
0.8, by testing the number of particle swarms between 10 and 
100, the final objective value varied as Table 7.  And the op-
timal number of particle swarms is 40. 
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Table 5.  Published tariff. 
Tariff (NTD/TEU) 

Operator (yj) Full Empty Transshipment 
y1 3,500 2,800 3,000 
y2 3,400 2,800 3,200 
y3 2,500 2,000 2,000 
y4 3,500 2,800 3,000 
y5 3,400 2,800 3,200 
y6 2,500 2,000 2,000 

 
 

Table 6. Test results on termination condition (w = 0.8,  
c1 = 2, and c2 = 2). 

Number of  
particle swarm 

Number of 
evaluations 

Final objective 
value 

Running time 
(Sec.) 

10 500 931,050,000 0.031 
10 600 929,275,000 0.047 
10 700 929,500,000 0.031 
10 800 931,050,000 0.078 
10 900 929,275,000 0.062 
10 1,000 929,275,000 0.063 
10 1,100 931,050,000 0.062 
10 1,200 929,500,000 0.062 
10 1,300 931,050,000 0.094 
10 1,400 929,819,640 0.094 

 
 

Table 7. Test results on number of particle swarms (w = 
0.8, c1 = 2, and c2 = 2). 

Number of  
particle swarm 

Number of  
evaluations 

Final objective  
value 

Running time 
(Sec.) 

10 1,000 929,275,000 0.063 
20 1,000 929,275,000 0.109 
30 1,000 929,400,000 0.172 
40 1,000 879,400,000 0.219 
50 1,000 931,050,590 0.312 
60 1,000 929,500,000 0.329 
70 1,000 897,900,000 0.390 
80 1,000 907,200,000 0.438 
90 1,000 929,275,000 0.500 
100 1,000 919,500,000 0.656 

 

3) Acceleration Coefficients c1 and c2 
According to the above analysis on number of particle 

swarms and termination condition, with settings of the number 
of particle swarms being 10, acceleration coefficients c1 = c2 = 
2, and inertia weight w = 0.8, we compare the results by dif-
ferent combinations of c1 and c2 ranging from 2 to 5.  From the 
results shown in Table 8, it is found that c1 and c2 have tiny 
impacts on the results under the setting conditions.  Therefore, 
the parameters c1 = c2 = 2 are accepted in this paper. 

4) Inertia Weight (w) 
Inertia Weight (w) was not taken into consideration when 

Table 8. Test results of c1 and c2 (number of particle swarm = 
40; number of evaluations = 1,000). 

w c1 c2 The final objective value Running time (Sec.)
0.8 2 2 879,400,000 0.406 
0.8 2 3 879,400,000 0.438 
0.8 2 4 931,050,000 0.594 
0.8 2 5 879,400,000 0.437 
0.8 3 2 879,400,000 0.438 
0.8 3 3 879,400,000 0.687 
0.8 3 4 879,400,000 0.609 
0.8 3 5 879,400,000 0.500 
0.8 4 2 879,400,000 0.484 
0.8 4 3 879,400,000 0.563 
0.8 4 4 879,400,000 0.500 
0.8 4 5 879,400,000 0.546 
0.8 5 2 879,400,000 0.547 
0.8 5 3 879,400,000 0.532 
0.8 5 4 879,400,000 0.687 
0.8 5 5 879,400,000 0.563 

 
 

Table 9. Test results of parameter w  (number of particle 
swarms = 40; number of evaluations = 1,000). 

w c1 c2 The final objective value Running time (Sec.)
0.5 2 2 879,400,000 0.718 
0.6 2 2 879,400,000 0.766 
0.7 2 2 879,400,000 0.828 
0.8 2 2 879,400,000 0.719 
0.9 2 2 879,400,000 0.609 
1.0 2 2 879,400,000 0.657 
1.1 2 2 879,400,000 0.640 
1.2 2 2 879,400,000 0.594 
1.3 2 2 879,400,000 0.687 
1.4 2 2 879,400,000 0.625 

 
 

PSO was proposed by Eberhart and Kennedy [4].  It was 
proposed by Shi and Eberhart [11], they demonstrated that the 
Inertia Weight (w) accelerates the process approaching to the 
global optimum in short way.  And the attribute of w is similar 
to the temperature value in Simulated Annealing approach; the 
global optimum could be found more probably while w value 
ranges from 0.8 to 1.2. 

With conditions of the number of particle swarms being 40, 
number of evaluations being 1,000 and acceleration coeffi-
cients c1 = c2 = 2, testing the inertia weight w between 0.5 and 
1.4, the final objective value receives no influence by w as 
shown in Table 9.  So it is set w = 0.8 in this case study. 

5) Comparison on Methods for Generating the Initial Solution 
In Section 3 there are two methods designed for ap-

proaching to the initial solution: the first method a) is com-
pletely random to approach to the initial solution and the 
second method b) is the way to extreme the initial solution 
which means all container volume is supposed to allocate to 
the specific terminal operator.  In Table 10, the difference is  
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Table 10. Comparison on the impacts by different methods 
for generating the initial solution. 

Methods  a) a) + b) 
Final solution/average  

(100 times) 1.4203×1011 909,561,162 

Optimum solution/times  
(final solution) 9/100 14/100 

Feasible solution/times  
(final solution) 16/100 100/100 
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Fig. 3. Relationship between number of evaluations and final objective 

value, in case of number of particle swarms = 10. 
 
 

compared between the method a) and the method integrating  
a) and b), resulting by 100 times of computation  respectively.  
From the same table, it is shown that simply taking the method 
a) is not well fitted to the feasible solution and consequently it 
locates the optimal solution with less times.  On the opposite, 
the method integrating a) and b) may find the feasible solution 
every time and then the quality of solution is assured. 

According to the testing results on parameters of termina-
tion condition, particle swarms, acceleration coefficients (c1, 
c2), and inertia weight (w), this paper finds that the designed 
PSO is less sensitive to parameters of acceleration coefficients 
(c1, c2) and inertia weight (w) which bring evident impacts on 
the solutions in the setting criteria. 

On the other hand, parameters of termination condition and 
particle swarms, as well as the methods for generating the 
initial solution have more impacts on the solutions.  The test-
ing results on termination condition with number of particle 
swarms being 10 (Fig. 3) shows that the increased number of 
evaluations do not result in better solutions.  While the number 
of particle swarms is increased to 40, as shown in Fig. 4, the 
solution eventually approaches to stable convergence.  Conse- 
quently, it is known that the number of particle swarms could 
contribute to approaching stably to solution in certain levels. 

However, the increased number of particle swarms does not 
bring better solutions.  The reason might be that in the methods 
for generating the initial solution (see Sec. 3), the method b) 
only produces m groups of solutions in the way of however  
the number of particle swarms is increased even the method b) 
has great influence on the solution.  Consequently, in case the 
initial solution from method a) is increased, it would not 
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Fig. 4. Relationship between termination times and final objective value, 

in case of number of particle swarms = 40. 

 
 

guarantee to gain better solution.  Through the experiment and 
analysis of parameters, this paper proposes the best set of 
parameters to be, number of particle swarms = 40, number of 
evaluations = 1,000, acceleration coefficients c1 = c2 = 2 and 
inertia weight w = 0.8.  

Based on the parameters setting concluded above, the op-
timal solution can be solved and listed in Table 11.  The deci-
sion variables xj and yj show that only two terminal operators 
are chosen, the full (120,000 TEUs) and empty (50,000 TEUs) 
containers are allocated to terminal operator y6 while the trans- 
shipment containers (60,000 TEUs) are allocated to terminal 
operator y1.  The objective value is 879,400,000 NTD. 

V. CONCLUSION 
This paper formulates the terminal operator selection prob- 

lem using the MIP model and applies the PSO algorithm to 
solve the optimal solution.  The mathematical model incor-
porates inland shipping costs and cargo losses into total costs 
in the objective function.  Loading/unloading efficiency and 
pre-entry waiting time are included in the constraints to de-
termine whether the operator meets the threshold minimum 
standards.  In order to reduce the complexity of the model, all 
terminal operators are assumed to meet carriers’ minimum 
standards in the other attributes.  The total cost function of 
using a port is formulated as follows: fixed costs associated 
with using the terminal (including the costs of travel from the 
previous port to the current port, as well as port costs); trans-
action costs; fixed costs from loading damages; costs associ-
ated with different types and quantities of cargo; variable costs 
that are incurred outside the port (freight haulage and distri-
bution center costs); variable costs associated with damage to 
cargo from loading damages.  This paper demonstrates the 
analytical process of the terminal operator selection model by 
a worked example. 

The parameters setting for PSO algorithm reveals that, with 
conditions of the seed of random number being 100, number 
of particle swarms being 10, acceleration coefficients c1 = c2 = 
2 and inertia weight w = 0.8, by testing the number of evalua-
tions between 500 and 1,500, it gains better results of final 
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Table 11.  The optimal solution. 
Optimal objective value: 879,400,000 

xj 
M = 6, n = 3 y1 y2 y3 y4 y5 y6 Demand 

Loaded container 0 0 0 0 0 120,000 120,000 
Empty container 0 0 0 0 0 50,000   50,000 

Transshipment container 60,000 0 0 0 0 0   60,000 
yj 

Valuable yj 1 0 0 0 0 1  
 
 

objective value while number of evaluations at 600, 900 and 
1,000.  Increasing the number of evaluations usually brings 
better stability of solutions, this paper chooses the termination 
condition at 1,000 evaluations.  Based on given termination 
condition, the settings of acceleration coefficients c1 = c2 = 2 
and inertia weight w = 0.8, the optimal solution for particle 
swarms is at 40 by testing the variation of final objective value 
while particle swarms varies from 10 to 100.  As to accelera-
tion coefficients c1 and c2, based on the parameters setting: 
number of particle swarms being 40, number of evaluations 
being 1,000 and inertia weight w = 0.8, it is found that c1 and c2 
have tiny impacts on the results by comparing the combination 
of c1 and c2 ranging from 2 to 5.  Thus, this paper accepts ac- 
celeration coefficients c1 = c2 = 2 as parameters setting.  For 
inertia weight w, setting number of particle swarms to 40, 
number of evaluations to 1,000 and c1 = c2 = 2, the final ob-
jective value results in the same by varies inertia weight  
w between 0.5 and 1.4.  In consequence, we set the parameter 
w = 0.8.  Evaluating the methods for generating the initial 
solution, this paper finds that the feasible solution could be 
reached every time through the combination of two methods.  
The quality of solution could be secured by that. 

By analyzing the parameters of termination condition, par-
ticle swarms, acceleration coefficients (c1, c2), and inertia 
weight w, the designed PSO is less sensitive to acceleration 
coefficients and inertia weight, which have no significant 
impacts on the solution.  While the parameters of termination 
condition and particle swarms, as well as methods for gener-
ating the initial solution have more significant impacts on the 
solution.  Based on the parameters setting, the optimal solution 
solved reveals that the full (120,000 TEUs) and empty con-
tainers (50,000TEUs) are allocated to terminal operator y6 
while the transshipment containers (60,000TEUs) to y1.  This 
selection can minimize the total cost of 879,400,000 NTD. 

The analytical results of the worked example show that  
the best partnership for container carriers could be identified 
in the allocation of full, empty and transshipment containers  
in terminal operations.  It also reveals that the terminal op-
erator selection problem formulated as a MIP model using the 
revised PSO technique to solve the optimal solution is worka- 
ble.  Besides, the assumptions of the MIP model proposed in 

this paper may not conform to the real situation of the termi- 
nal operator selection problem, we suggest some relaxation of 
the assumptions can be considered as a future research topic. 
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