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ABSTRACT 

The Newton algorithm based on the “continuation” method 
may be written as being governed by the equation ( )jx t +�  

1 ( ) 0,ij i jB F x− = where Fi (xj) = 0, i, j = 1, …n are nonlinear 

algebraic equations (NAEs) to be solved, and Bij = ∂Fi /∂xj is 
the corresponding Jacobian matrix.  It is known that the 
Newton’s algorithm is quadratically convergent; however, it 
has some drawbacks, such as being sensitive to the initial 
guess of solution, and being expensive in the computation of 
the inverse of Bij at each iterative step.  How to preserve the 
convergence speed, and to remove the drawbacks is a very 
important issue in the solutions of NAEs.  In this paper we 
discretize the above equation being written as ( )ij jB x t +�  

( ) 0,i jF x =  by a backward difference scheme in a new time 

scale of s = 1 – e– t, and an ODEs system is derived by intro-
ducing a fictitious time-like variable.  The new algorithm is 
obtained by applying a numerical integration scheme to the 
resultant ODEs.  The new algorithm does not need the inverse 
of Bij, and is thus resulting in a significant reduction in com-
putational time than the Newton’s algorithm.  A similar tech-
nique is also used to modify the homotopy method.  Numerical 
examples given confirm that the modified Newton method is 
highly efficient, insensitive to the initial condition, to find the 
solutions with a very small the residual error. 

I. INTRODUCTION 

The numerical solution of nonlinear algebraic equations is 
one of the main aspects of computational mathematics.  Usu-
ally it is hard to solve a large system of highly-nonlinear al-
gebraic equations.  Although a lot of priori research has been 

conducted in this area, we still lack an efficient and reliable 
algorithm to solve this difficult problem.  In many practical 
nonlinear engineering problems, the methods such as the finite 
element method, boundary element method, finite volume 
method, the meshless method, etc., eventually lead to a system 
of nonlinear algebraic equations (NAEs).  Many numerical 
methods used in computational mechanics, as demonstrated 
by Zhu, Zhang and Atluri [48], Atluri and Zhu [8], Atluri [5], 
Atluri and Shen [7], and Atluri, Liu and Han [6] lead to the 
solution of a system of linear algebraic equations for a linear 
problem, and of an NAEs system for a nonlinear problem.  
Collocation methods, such as those used by Liu [27-30] for 
the modified Trefftz method of Laplace equation also need to 
solve a large system of algebraic equations. 

Over the past forty years two important contributions have 
been made towards the numerical solutions of NAEs.  One of 
the methods has been called the “predictor-corrector” or “pseudo- 
arclength continuation” method.  This method has its histori-
cal roots in the embedding and incremental loading methods 
which have been successfully used for several decades by 
engineers to improve the convergence properties, when an 
adequate starting value for an iterative method is not available.  
Another is the so-called simplical or piecewise linear method.  
The monographs by Allgower and Georg [2] and Deuflhard 
[18] are devoted to the continuation methods for solving 
NAEs. 

The Newton’s method and its improvements are exten-
sively used nowadays; however, those algorithms fail if the 
initial guess of solution is improper.  In general, it is difficult to 
choose a good initial condition for most large systems of 
NAEs.  Thus, it is necessary to develop an efficient algorithm, 
which is insensitive to the initial guess of the solution, and 
which converges fast. 

This paper is arranged as follows.  In the next section we 
introduce an evolution from a discretized method to a con-
tinuous method, where an artificial time is introduced for 
writing the NAEs in the form of ODEs.  In Section III the 
main algorithms are introduced, where the novel feature is a 
suitable combination of the fictitious time integration method 
(FTIM) with the Newton method.  In Section IV we give 
some numerical examples to evaluate the new algorithms of 
the modified Newton method (MNM) and the modified 
homotopy method (MHM).  Finally, we draw conclusions in 
Section V. 
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II. FROM DISCRETE TO CONTINUOUS 
METHODS 

For the following algebraic equations: 

 1( , , ) 0,   1, , ,i nF x x i n= =… …  (1) 

the Newton method is given by 

  1
1 [ ( )] ( ),k k k k

−
+ = −x x B x F x  (2) 

where we use x: = (x1, …, xn)
T and F: = (F1, …, Fn)

T to rep-
resent the vectors, and B is an n × n Jacobian matrix with its 
ij-th component given by Bij = ∂Fi /∂xj.  Starting from an initial 
guess of solution by x0, Eq. (2) can be used to generate a se-
quence of xk, k = 1, 2, ….  When xk are convergent under a 
specified convergent criterion, the solutions of (1) are ob-
tained. 

The Newton method has a great advantage that it is quad-
ratically convergent.  However, it still has some drawbacks of 
not being easy to guess the initial point, and the computational 
burden of [B(xk))]

–1.  Some quasi-Newton methods are de-
veloped to overcome these defects of the Newton method; see 
the discussions by Broyden [11], Dennis [15], Dennis and 
More [16, 17], and Spedicato and Huang [46]. 

Hirsch and Smale [19] and many others have derived a 
continuous Newton method governed by the following dif-
ferential equation: 

 1( ) ( ) ( ),t −= −x B x F x�  (3) 

 (0) ,=x a  (4) 

where t is an artificial time, and a is an initial guess of x.  It can 
be seen that the ODEs in (3) are difficult to calculate, because 
they include an inverse matrix. 

The corresponding dynamics of (3) has been studied by 
several researchers, such as, Alber [1], Boggs and Dennis [10], 
Smale [45], Chu [13], Maruster [41], and Ascher, Huang and 
van den Doel [3].  Presently, this artificial time embedding 
technique does not bring out any practically useful result per-
taining to the Newton’s algorithm.  Below we will develop a 
new ODEs system, which is equivalent to (3).  Then, a natural 
embedding technique from the NAEs into the ODEs as de-
veloped by Liu and Atluri [37] will be combined with a new 
continuous form of (3).  Corresponding to the artificial em-
bedding technique, which is not yet proven to be useful, our 
embedding technique by transforming the continuous form in 
(3) into a space, which is one-dimension higher, may find to be 
very useful. 

III. MODIFIED METHODS 

1. A Novel Technique 

Liu and Atluri [37] have introduced a novel continuation 

method, by embedding the NAEs into a system of nonautono-
mous first-order ODEs.  For the later requirement, we consider 
a single NAE: 

 ( ) 0.F x =  (5) 

The above equation only has an independent variable x.  We 
may transform it into a first-order ODE by introducing a fic-
titious time-like variable τ in the following transformation of 
variable from x to y: 

 ( ) (1 ) .y xτ τ= +  (6) 

Here, τ is a variable which is independent of x; hence, y' = 
dy/dτ = x.  If ν ≠ 0, Eq. (5) is equivalent to 

 0 ( ).F xν= −  (7) 

Adding the equation y' = x to (7) we obtain 

 ( ).y x F xν′ = −  (8) 

By using (6) we can derive 

 .
1 1

y y
y Fν

τ τ
 ′ = −  + + 

 (9) 

This is a first-order ODE for y(τ).  The initial condition for the 
above equation is y(0) = x, which is however an unknown and 
requires a guess. 

Multiplying (9) by an integrating factor of 1/(1 + τ ) we can 
obtain 

 .
1 1 1

d y y
F

d

ν
τ τ τ τ
   = −   + + +   

 (10) 

Further using y/(1 + τ ) = x, leads to 

 ( ).
1

x F x
ν

τ
′ = −

+
 (11) 

The roots of F(x) = 0 are the fixed points of the above equation.  
We should stress that the factor −ν/(1 + τ) before F(x) is im-
portant. 

2. Modified Newton Method 

When one applies the forward Euler method to (3) with a 
time stepsize equal to 1, Eq. (2) is obtained.  If a suitable initial 
condition is chosen, when time increases to a large value, we 
may expect the sequence xk to converge to a true solution.  
However, the Newton method is very time consuming in the 
calculation of 1

k
−B and is not easy to choose a suitable initial 

condition. 
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First, we propose a variable transformation s = 1 – e– t and write 
(3) as 

 (1 ) ( ) ( ) ,s s′− + =B x x F 0  (12) 

where the prime denotes the derivative of x(s) with respect to s. 
Now the interval of s is s ∈ [0, 1), when t ∈ [0, ∞).  We divide 
the interval of [0, 1) into m subintervals with ∆s = 1/m, and 
approximate the above equation by a backward finite differ-
ence: 

 
1

(1 ) ( ) ( ) ,   1, , ,
i i

i i
i

x x
s x x i m

s

−−− + = =
∆

B F 0 …  (13) 

 0 ,=x a  (14) 

where xi = x(si) with si = i∆s, and now x0 = a is a boundary 
condition, instead of the initial condition in (3).  Again, Eq. 
(13) is a coupled system of NAEs, with m vectorial-variables 
xi, i = 1, …, m.  When xm is solved from (13), the solution of 
NAEs is found.  Now, we can apply the technique in (11) to 
(13), obtaining 

 
1

(1 ) ( ) ( ) ,   1, , .
1

i i i
i i

i

d
s i m

d s

ν
τ τ

− −= − − + = + ∆ 

x x x
B x F x …

 (15) 

We find that the present formulation is insensitive to the con-
dition of x0 = a, because a is just a boundary value of the many 
ODEs in (15) with m-unknown vectors; hence, we may set a 
= 0.  It deserves to note that there are two advantages to 
transforming (3) into (12): first, the domain length of s is 1 
such that we can use a small integer m to divide the whole 
interval into some subintervals by using ∆s = 1/m, and second, 
we no longer need to use the inverse of B.  In (3), because we 
need to integrate the ODE along the t-direction, the inverse of 
B is required; however, in (15) we only integrate the ODEs 
along the τ-direction, and the inverse of B is not required any 
more.  Eq. (15) is a new equation, which is a combination of the 
continuous form of the Newton’s algorithm with the fictitious 
time integration form.  We will use this equation to solve the 
NAEs. 

It is interesting that when we take m = 1, ∆s = 1, s1 = 1, the 
following term 

 
1 0

1
1(1 ) ( )

x x
s x

s

−−
∆

B  

drops out, and (15) is reduced to 

 ( ),
1

d

d

ν
τ τ

= −
+

x
F x  (16) 

where we replace x1 by x.  This equation has been used by Liu 
and Atluri [37] to solve the NAEs, and the new method is 

called a fictitious time integration method (FTIM).  As re-
ported by Liu and Atluri [37], when the technique of FTIM is 
used to solve a large system of NAEs, high performance can 
be achieved. 

The above idea of introducing a fictitious time coordinate τ 
into the governing equation was first proposed by Liu [31] to 
treat an inverse Sturm-Liouville problem by transforming an 
ODE into a PDE.  Then, Liu [32-34], and Liu, Chang, Chang 
and Chen [40] extended this idea to develop new methods for 
estimating parameters in the inverse vibration problems.  More 
recently, Liu [35] has used the FTIM technique to solve the 
nonlinear complementarity problems, whose numerical results 
are very well.  Then, Liu [36] used the FTIM to solve the bound- 
ary value problems of elliptic type partial differential equa-
tions.  Liu and Atluri [38] also employed this technique of 
FTIM to solve the mixed-complementarity problems and opti-
mization problems.  Then, Liu and Atluri [39] using the tech-
nique of FTIM solved the inverse Sturm-Liouville problem, 
for specified eigenvalues. 

3. Modified Homotopy Method 

Davidenko [14] was the first who developed a new idea of 
homotopy method to solve (1) by numerically integrating 

 1( ) ( , ),tt t−= − xx H H x�  (17) 

 (0) ,=x a  (18) 

where H is a homotopic vector function given by 

 (1 )( ) ( ),t t= − − +H x a F x  (19) 

and Hx and Ht are respectively the partial derivatives of H with 
respect to x and t.  The solution x(t) of (17) forms a homotopy 
path for 0 ≤ t ≤ 1.  One then solves a sequence of problems H(t) 
= 0 for values of t increasing from 0 to 1, where for each such 
problem a good initial guess from previous steps is at hand.  
This powerful idea has been around for a while; see Watson, 
Sosonkina, Melville, Morgan and Walker [47] for a general 
package, Nocedal and Wright [43] for a discussion in the 
context of optimization, and Ascher, Mattheij and Russell [4] 
for boundary value ODEs.  The homotopy theory was later 
refined by Kellogg, Li and Yorke [21], Chow, Mallet-Paret 
and Yorke [12], Li and Yorke [23], and Li [24].  For some 
highly complicated NAEs, a continuation approach of the 
homotopic method may yield the only practical route for a 
solution algorithm. 

With the use of (19), the homotopic ODEs in (17) can be 
written as 

 (1 ) ( ) .ns s s′+ − + − + =  B I x a x F 0  (20) 

Here we use s to replace t in order to be consistent with the 
notation s used in (12). 
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Similarly, by a discretization of the above equation we can 
obtain a new algebraic equation: 

1

( ) (1 ) ( ) ,
i i

i i i
i i n

x x
s x s

s

−−
 + − + − + =  ∆

B I a x F x 0  

i = 1, …, m,  (21) 

 0 .=x a  (22) 

Again, applying the technique in (11) to (21) we can obtain 

1

( ) (1 ) ( ) ,
1

i i i
i i i

i i n

d
s s

d s

ν
τ τ

− −
 = − + − + − +  + ∆ 

x x x
B x I a x F x  

i = 1, …, m.  (23) 

We will integrate (15) and (23) by using the group preserving 
scheme introduced in the next section. 

4. The GPS for Differential Equations System 

We develop a stable group preserving scheme (GPS) as 
follows.  We can write a vector form of ODEs by 

 ( , ),   ,   0.nt t= ∈ >x f x x� �  (24) 

A GPS can preserve the internal symmetry group of the con-
sidered ODEs system.  Although we do not know previously 
the symmetry group of differential equations system, Liu [25] 
has embedded it into an augmented differential equations 
system, which concerns with not only the evolution of state 
variables themselves but also the evolution of the magnitude 
of the state variables vector.  We note that 

 ,Τ= = ⋅x x x x x  (25) 

where the dot between two n-dimensional vectors denotes 
their inner product.  Taking the derivatives of both the sides of 
(25) with respect to t, we have 

 .
d

dt

Τ

Τ
=

x x x

x x

�
 (26) 

Then, by using (24) and (25) we can derive 

 .
d

dt

Τ

=
x f x

x
 (27) 

It is interesting that (24) and (27) can be combined together 
into a simple matrix equation: 

 

( , )
           

  .
( , )

         0

n n

t

d

dt t

×

Τ

 
 

    =           
  

f x
0

xx x

x xf x
x

 (28) 

It is obvious that the first row in (28) is the same as the original 
equation (24), but the inclusion of the second row in (28) gives 
us a Minkowskian structure of the augmented state variables 
of X: = (xT, ||x||)T, which satisfies the cone condition: 

 ,0=ΤgXX  (29) 

where 

 1

1

     

   1
n n

n

×

×

 
=  − 

I 0
g

0
 (30) 

is a Minkowski metric, and In is the identity matrix of order n.  
In terms of (x, ||x||), Eq. (29) becomes 

 
2 2 2

0.Τ = ⋅ − = − =X gX x x x x x  (31) 

It follows from the definition given in (25), and thus (29) is a 
natural result. 

Consequently, we have an n + 1-dimensional augmented 
differential equations system: 

 =X AX�  (32) 

with a constraint (29), where 

 

( , )
           

:  ,
( , )

         0

n n

t

t

×

Τ

 
 
 =
 
 
  

f x
0

x
A

f x
x

 (33) 

satisfying 

 ,Τ + =A g gA 0  (34) 

is a Lie algebra so(n, 1) of the proper orthochronous Lorentz 
group SOo(n, 1).  This fact prompts us to devise the GPS, 
whose discretized mapping G must exactly preserve the fol-
lowing properties: 

 ,Τ =G gG g  (35) 
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Table 1.  Comparison of MNM and MHM for Example 1. 

Method m h ν ε IN (x, y) (F1, F2) 

MNM 5 0.15 2 10–5 79 (1.618031, 1.618031) (–6.751 × 10–6, –6.751 × 10–6) 

MNM 5 0.15 -2 10–5 94 (–0.618031, –0.618031) (–6.9408 × 10–6, –6.9408 × 10–6) 

MHM 14 0.7 0.1 10– 4 738 (1.617965, 1.617965) (–1.539 × 10– 4, –1.539 × 10– 4) 

MHM 10 0.1 0.05 10– 4 3102 (–0.618, –0.618) (–8.704 × 10– 4, –8.704 × 10– 4) 

 

 det  1,=G  (36) 

 0
0 0,G >  (37) 

where 0
0G is the 00-th component of G. 

Although the dimension of the new system is raised by one 
more, it has been shown that the new system permits a GPS 
given as follows [25]: 

 1 ( ) ,k kk+ =X G X  (38) 

where Xk denotes the numerical value of X at tk, and G(k) ∈ 
SOo(n, 1) is the group value of G at tk.  If G(k) satisfies the 
properties in (35)-(37), then Xk satisfies the cone condition in 
(29). 

The Lie group can be generated from A ∈ so(n, 1) by an 
exponential mapping, 

 [ ]
2

( 1)
   

( ) exp ( )  ,

                        

k k k
n k k

kk

k k
k

k

a b

k h k
b

a

Τ− + 
 = =  
 
  

f
I f f

ff
G A

f

f

 (39) 

where 

 : cosh ,k
k

k

h
a

 
=   

 

f

x
 (40) 

 : sinh .k
k

k

h
b

 
=   

 

f

x
 (41) 

Substituting (39) for G(k) into (38), we obtain 

 1 ,k k k kη+ = +x x f  (42) 

 1 ,k
k k k k k

k

b
a+ = + ⋅x x f x

f
 (43) 

where 

 
2

( 1)
: .k k k k k k

k

k

b a
η

+ − ⋅
=

x f f x

f
 (44) 

The group properties are preserved in this scheme for all h > 0, 
and is called a group- preserving scheme. 

5. Numerical Procedure 

Starting from an initial value of xi(0), we may employ the 
above GPS to integrate (15) or (23) from τ = 0 to a selected 
final time τ f.  In the numerical integration process we can 
check the residual norm by 

 
1/ 2

2

1

[ ( )] ,
n

m
i

i

F x ε
=

 
≤ 

 
∑  (45) 

where ε is a given convergent criterion.  If at a time τ0 ≤  τ f  the 
above criterion is satisfied, then the solution of xi is obtained, 
and thus xm gives the solution of (1). 

IV. NUMERICAL TESTS 

1. Example 1 

We first consider two simple algebraic equations: 

 
2

1

2
2

( , ) 1 0,

( , ) 1 0.

F x y x y

F x y y x

= − − =

= − − =
 (46) 

The roots are (–1, 0), (0, –1), ((1 5) / 2,  (1 5) / 2)+ +  and 

((1 5) / 2,  (1 5) / 2).− −  

In the computations by using the modified Newton method 
(MNM) and modified homotopy method (MHM) we require 
to specify the values of m, h used in the GPS, ν, ε, and some 
initial conditions; however, we let a = 0.  We calculate this 
example by MNM and MHM, of which the third root ((1 + 

5) / 2, (1 5) / 2)+  ≈ (1.618034, 1.618034) and the fourth 

root ((1 5) / 2,  (1 5) / 2)− −  ≈ (–0.618034, –0.618034) are 

calculated, and the values of these parameters are recorded in 
Table 1, where IN is a shorthand of the iteration number spent 
in the calculation. 
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Fig. 1. Comparing the iterative residual norms of Example 1 by MNM 

and MHM. 

 
In Fig. 1 we plot the variation of the residual norms for 

MNM and MHM with respect to the number of iteration, 
denoted by k.  It can be seen that the MNM converges very fast, 
which is much fast than that of the MHM.  It is interesting that 
the MNM can find two different roots by merely changing the 

sign of ν and using the same initial guess of 1 2 0.5.i ix x= =  

However, for the MHM this is not working, and we use dif-

ferent ν and different initial guess of 1 2 0.5i ix x= =  for the 

third root, and 1 2 0.5i ix x= = −  for the fourth root. 

2. Example 2 

We study the following system of two algebraic equations 
[46]: 

 
2

1

2 2 2 2
2

( , ) 0,

( , ) ( 1) ( 2) ( ) 0.

F x y x y

F x y y y x y

= − =

= − − + − =
 (47) 

The two real roots are (x, y) = (1, 1) and (x, y) = (4, 2). 
In this test of the MNM we take m = 1, h = 0.01, ν = 10.  As 

shown in Fig. 2 the residual norm converges very fast with 
only 67 steps for satisfying the convergent criterion of ε = 10–3.  
We get the   solutions (x, y) = (1.0013, 1.0011) with the re-
sidual errors (F1, F2) = (–9.66 × 10–4, 2.17 × 10–6). 

3. Example 3 

Then we consider a system of two algebraic equations in 
two-variables [19]: 

 
3 2 2 2

1 1 1 1 2

2 3 2 2
2 1 2 2

( , ) 3 (2 ) 0,

( , ) 3 (4 ) 0.

F x y x xy a x xy b y c x a y

F x y x y y a xy y b x c

= − + + + + + =

= − − − + + =
(48) 
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Fig. 2.  The residual norm of Example 2. 
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Fig. 3.  The residual norms of Example 3. 

 
The parameters used in this test are listed in Table 2.  For 

these problems the initial guesses are respectively (x, y) = 
(–10, –1), (x, y) = (0.1, 0.1), and (x, y) = (–100, –0.1).  

In Fig. 3 we display the residual errors for the above three 
problems.  The third problem is hard to solve because there 
appears a much large coefficient a1 than others.  As reported 
by Hsu [20], he could not calculate the third problem by using 
the homotopic algorithm with a Gordon-Shampine integrator, 
the Li-Yorke algorithm with the Euler predictor and Newton 
corrector, and the Li-Yorke algorithm with the Euler predictor 
and quasi-Newton corrector. 
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Table 2.  The parameters and results for Example 3. 

 Problem 1 Problem 2 Problem 3 

(a1, b1, c1, a2, b2, c2) (25, 1, 2, 3, 4, 5) (25, –1, –2, –3, –4, –5) (200, 1, 2, 3, 1, 2) 

(m, ν, h, ε) (2, 0.01, 0.01, 10–6) (5, 1.5, 0.01, 10–6) (2, 0.01, 0.0001, 10–6) 

IN 217 101 213 

(x, y) (–50.3970755, –0.8042426) (0.134212, 0.811128) (–400.0952897, –0.2000316) 

(F1, F2) (9.916 × 10–7, 7.836 × 10–9) (–1.141 × 10–7, –8.913 × 10–7) (8.573 × 10–7, 2.328 × 10–10) 

 
Hirsch and Smale [19] used the continuous Newton algorithm 
to calculate the above three problems.  However, as point out 
by Liu and Atluri [37], the results obtained by Hirsch and 
Smale [19] are not accurate.  Under this situation we may say 
that the present modified Newton method can offer more 
efficient and accurate solutions; and also the new MNM as 
compared with the FTIM reported by Liu and Atluri [37] for 
calculating this example is convergent fast than FTIM and can 
retain the same accuracy. 

4. Example 4 

We consider a system of three algebraic equations in three- 
variables: 

 

1

2 2
2

8 4 9
3

( , , ) 3 0,

( , , ) 2 4 7 0,

( , , ) 3 0.

F x y z x y z

F x y z xy y z

F x y z x y z

= + + − =

= + + − =

= + + − =

 (49) 

Obviously x = y = z = 1 is the solution. 
In this test we take m = 1, h = 0.01, ν = 12.  As shown in Fig. 

4 the residual norm converges very fast with 140 steps for 
satisfying the convergent criterion of ε = 10–3.  We get the 
solutions (x, y, z) = (0.9996, 0.999, 1.0007) with the residual 
errors (F1, F2, F3) = (–6.046 × 10–4, 7.574 × 10–4, 3.005 × 10–6). 

5. Example 5 

The following example is given by Roose, Kulla, Lomb and 
Meressoo [44]: 

 
2

1 1 1 1

0 1

1
3 ( 2 ) ( ) ,

4
0,  20.

i i i i i i i

n

F x x x x x x

x x

+ − + −

+

= − + + −

= =
 (50) 

Initial values are fixed to be xi = 1, i = 1, …, n. 
For this case we use m = 2 and a large ν = –110 to speed up 

the rate of convergence, which needs 749 steps with a time 
stepsize h = 10–4 used in the GPS integrating method.  When 
the convergent criterion is given by 10–6, the residual error 

( )1/ 210 2

1 ii
F

=∑ of numerical solutions is about 9.81 × 10–7.  In 

Fig. 5 we plot the residual error with respect to k, and the 
numerical solutions of xi, i = 1, …, 10 are recorded in Table 3. 
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Fig. 4.  The residual norm of Example 4. 
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Fig. 5.  The residual norm of Example 5. 
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Table 3.  The numerical solutions of Example 5 with n = 10. 

x1 x2 x3 x4 x5 

3.083 5.383 7.395 9.240 10.969 

x6 x7 x8 x9 x10 

12.612 14.186 15.705 17.176 18.606 

 
As compared with those reported by Spedicato and Huang 

[46] for the Newton-like methods, the present modified Newton 
method is more accurate and time saving, where the compu-
tational time is lesser than 0.1 sec by using a PC586. 

6. Example 6 

Then, we consider a similar test example given by Krzy-
worzcka [22]: 

 
1 1 1 2

1 1

10 10 10 9

(3 5 ) 1 2 ,

(3 5 ) 2 ,   2, , 9,

(3 5 ) 1 .
i i i i i

F x x x

F x x x x i

F x x x
− +

= − + −
= − − − =
= − + −

…   (51) 

For this case we use m = 1 and a large ν = 20 to speed up the 
rate of convergence, which needs only 55 steps with a time 
stepsize h = 0.01 used in the GPS integrating method.  The 
initial values are fixed to be xi = –0.1, i = 1, …, 10.  When 
the convergent criterion is given by 10–6, the residual error 

( )1/ 210 2

1 ii
F

=∑ of numerical solutions is about 9.61 × 10–7.  In 

Fig. 6 we plot the residual error with respect to k, and the 
numerical solutions of xi, i = 1, …, 10.  are recorded in Table 
4.  As reported by Mo, Liu and Wang [42] the Newton method 
cannot be applied for this example, and their solutions ob-
tained by the conjugate direction particle swarm optimization 
method are different from the present solutions.  For this ex-
ample it may have multiple solutions, but Krzyworzcka [22] 
didn’t give solution for this example.  Obviously, our method 
converges faster than that in the above cited paper by Mo, Liu 
and Wang. 

7. Example 7 

In this example we apply the MNM to solve the following 
boundary value problem [26]: 

 
23
,

2
(0) 4,  (1) 1.

u u

u u

′′ =

= =
 (52) 

The exact solution is 

 
2

4
( ) .

(1 )
u x

x
=

+
 (53) 
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Fig. 6.  The residual norm of Example 6. 

 
By introducing a finite difference discretization of u at the grid 
points we can obtain 

 
2

1 12

0 1

1 3
( 2 ) ,

2( )

4,  1,

i i i i i

n

F u u u u
x

u u

+ −

+

= − + −
∆

= =
 (54) 

where ∆x = 1/(n + 1) is the grid length. 
Using the following parameters m = 3, n = 20, h = 10–3, ν = 

–0.4 and ε = 10–4 we compute the roots of the above system.  
In Fig. 7(a) we plot the residual error with respect to k, and 
compare the numerical solution with exact solution in Fig. 
7(b), which can be seen that the error as shown in Fig. 7(c) is 
very small in the order of 10–3. 

V. CONCLUSIONS 

Since the work of Newton, iterative algorithms were de-
veloped by many researchers, extending to continuous type of 
systems by introducing an artificial time.  The present paper 

transformed the continuous form 1( ) ( ) 0j ij i jx t B F x−+ =�  of the 

Newton’s algorithm into another continuous form (1 – s) 
Bijx'j (s) + Fi(xj) = 0 through a new time variable of s = 1 – e– t.  
A discretization of the above equation by a backward differ-
ence is performed, and an ODEs system is derived by intro-
ducing a fictitious time.  The iterative algorithm, which was 
obtained  by applying the GPS to the resultant ODEs, does not 
need the inverse of Bij, and is computationally far more effi-
cient than the Newton’s algorithm.  In doing so, we found that 
the modified Newton method not only can remove the draw-
backs of the Newton’s method, but also can preserve the 
quadratically convergent speed, as shown in the plots of the 
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Table 4.  The numerical solutions of Example 6. 

x1 x2 x3 x4 x5 

–0.2804040215 –0.1171721541 –0.06987970309 –0.05844167655 –0.06126148975 

x6 x7 x8 x9 x10 

–0.07205400694 –0.09042982540 –0.1200616717 –0.1709146287 –0.2693706395 
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Fig. 7. Applying the MNM to a boundary value problem: (a) residual 

norm, (b) comparing numerical and exact solutions, and (b) dis-
playing the numerical error. 

 
residual norm vs. iteration number k for many examples ex-
amined in this paper.  Numerical examples confirmed that the 
modified Newton method is highly efficient to find the true 
solutions with the residual errors being very small.  The modi-
fied homotopy method is more complex than the modified 
Newton method; however, the accuracy and efficiency of the 
modified Newton method are much better than that of the 
modified homotopy method. 
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