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ABSTRACT

The objective of this paper is to develop and evaluate an inversion algorithm for estimating the parameters in a geoacoustic model for a marine sediment layer. The geoacoustic model employs a generalized-exponential function for sound speed profile, and an inverse-square function for density distribution. Based upon plane-wave reflection from a non-uniform sediment layer overlying an elastic seafloor, an inversion procedure is established and numerically implemented for estimating the parameters using synthetic noise-contaminated data. The sensitivity of each model parameter is first studied, and then three highly sensitive parameters in the geoacoustic model and one statistical parameter are chosen for inversion analysis. The resulting sound speed profiles from the inversion are analyzed by a probabilistic approach, which is quantified by the posterior probability density for the uncertainties of the estimated parameters. The parameter uncertainties referenced to 1-D and 2-D marginal posterior probability densities are investigated, followed by the statistical estimation for the sound speed profile in terms of a 95% credibility interval. We demonstrate the effects of, the signal-to-noise ratio (SNR), the dimension of the data vector, and the region in which the data are sampled, on the statistical estimation of the sound speed profile, and offer physical interpretations about the statistical variations attributable to these effects. This analysis provides a basis for estimating the acoustic properties of a continuously-stratified layer using inversion approach, and is particularly useful for a medium with properties describable by analytical functions.

I. INTRODUCTION

Geoacoustic inversion using active or passive acoustic processes for the estimation of the geoacoustic properties, such as density and sound speed of the seabed, has been an interest of research in the underwater acoustics community in the past two decades [1, 6, 14, 23, 25], in particular, many works using reflection measurements received on either a vertical or horizontal array [3, 4, 10-12]. The approach is particularly valuable for estimating the parameters that are difficult to measure directly on site, e.g., the thickness, layering structure, and shear sound speed of the sediment. Recent advancements on signal processing techniques and numerical algorithms for geoacoustic inversion, such as SAGA [7], have demonstrated that inversion is an effective approach for evaluating marine environmental parameters, despite the fact that the estimation uncertainties caused either by noise and/or modeling variations are still of many concerns [5, 13, 16].

In performing geoacoustic inversion, it is required to establish a prior parameterized seismo-acoustic environmental model, in which the parameters to be estimated are embedded. For the seabed, the general practice is to assume that the sediment layer is consisted of one or several uniform layers, each possessing a constant value of density and sound speed. However, many geoacoustic surveys have shown that the seabed properties may vary continuously, and in some cases, may be described by a parameterized model [8, 9]. In this study, we shall assume that the density profile \( \rho(z) \) and sound speed distribution \( c(z) \) of the sediment layer may be, respectively, represented by a generalized-exponential function and an inverse-square function as shown below [21]:

\[
\rho(z) = \frac{Ae^{\beta z}}{(e^{\beta z} + a)^2},
\]

\( \beta \) and \( a \) are two adjustable parameters. Equation (1) expresses the density profile that increases monotonically with depth, and the sound speed profile that decreases with depth. In this study, we use the inversion algorithm to estimate the parameters \( A \) and \( \beta \) of the density profile, and the parameter \( a \) of the sound speed profile, and the parameter \( c_{\text{sh}} \) of the shear sound speed of the sediment layer. The parameter uncertainties referenced to 1-D and 2-D marginal posterior probability densities are investigated, followed by the statistical estimation of the sound speed profile in terms of a 95% credibility interval.
The objective of this paper is to establish the procedure for estimating the model parameters and quantifying their uncertainties using geoacoustic inversion and statistical analysis. It is noted that the inversion of the model parameters represents the profile of the complete non-uniform layer, which would otherwise be required to be divided into many sub-layers, leading to an inversion with high dimensionality a very time-consuming or even an unstable process. Bearing this advantage, however, we do not intend to claim that the geoacoustic model considered here may be applied universally, rather, their applications may only be restricted to the cases where the variations and assumptions invoked have suited the formulation in a realistic situation.

In the following sections, the forward problem of a plane-wave reflection from a non-uniform seabed is first established and formulated. Then, the theory of inversion employing a probabilistic approach is described. The sensitivity of each of the model parameters is analyzed based upon the solutions of the forward problem, leading to the choice of four highly sensitive parameters to be estimated by inversion. The analysis for the inversion quality represented by the credibility interval is carried out by the numerically-generated results with respect to the effects of SNR, the number of data set, and the sampling region of the grazing angles.

II. THE FORWARD PROBLEM: PLANE-WAVE REFLECTION FROM A NON-UNIFORM SEABED

The present analysis is based on the problem of plane-wave reflection from a non-uniform fluid-like sediment layer overlying an elastic seafloor, as schematically shown in Fig. 2. The density and compressional sound speed of the sediment layer are assumed to behave as Eqs. (1) and (2), respectively, and the seafloor (or sea basement) includes a shear sound speed to account for elasticity of the medium.

The mathematical formulation for solving the reflection problem is rather straightforward, and is similar to those presented in the previous studies by the authors [17, 18]. Here, for completeness, the derivation and formulation are briefly summarized in Appendix A. It is noted that the solutions of the acoustic wave equation for the non-uniform sediment layer, derived by Robins [21], involve the Hankel functions, as shown in Eqs. (A5) - (A10), which, for high frequencies, may involve imaginary orders (see Eq. (A9)). While evaluation of the Hankel function presents no difficulty for real orders in modern computational software, such as MATLAB; however, for imaginary orders, it requires special treatments for its stability during evaluation.

In this study, the inversion is based upon synthetic noise-contaminated data that simulate the measured reflection coefficients. Here, the problem of plane-wave reflection from a non-uniform seabed, referred to as the forward problem, provides the reflection coefficient for constructing the objective function and the seismo-acoustic seabed as the environmental model; both are required when producing the replica in the inversion process. The main effort is then to estimate the parameters that are imbedded in the sound speed and/or density profiles of the sediment layer.
III. THE INVERSION THEORY: PROBABILISTIC APPROACH

In a probabilistic approach, the solution to determining the parameters of interest \( \mathbf{m} \), given an observed data \( \mathbf{d} \), is characterized by the posterior probability density (PPD) \( p(\mathbf{m} | \mathbf{d}) \). First, the prior information about the model parameter vector is quantified by the probability density function (pdf) \( p(\mathbf{m}) \). Then, this information is combined with the likelihood function \( p(\mathbf{d} | \mathbf{m}) \) provided by the combination of data and the physical model to give the posterior information of the model parameters \( p(\mathbf{m} | \mathbf{d}) \). A complete discussion of inverse theory from a probabilistic point of view may be found in the textbook by Tarantola [24]. Additional details of Monte Carlo sampling of posterior distributions can be found in the paper by Mosegaard and Sambridge [20].

According to Bayes’ theorem the solution to the inverse problem can be expressed as:

\[
p(\mathbf{m} | \mathbf{d}) = \frac{L(\mathbf{m})p(\mathbf{m})}{p(\mathbf{d})} \propto L(\mathbf{m})p(\mathbf{m}),
\]

where \( p(\mathbf{d}) \) is a normalizing factor that makes the integral of the posterior pdf equal to unity; since it does not depend on environmental model \( \mathbf{m} \), it is typically ignored in parameter estimation, and then \( L(\mathbf{m}) \) is used to denote the likelihood function \( p(\mathbf{d} | \mathbf{m}) \). The posterior distribution \( p(\mathbf{m} | \mathbf{d}) \) carries all information available on models originating from the data and from data-independent prior information.

The posterior probability density provides the full description of the state of knowledge about model parameters after observing the data. To interpret the multidimensional PPD, marginalization is used to summarize the PPD for a single parameter \( m_i \) by integrating over the remaining parameters \( \mathbf{m} \) to give:

\[
p(m_i | \mathbf{d}) = \int p(m_i, \mathbf{m} | \mathbf{d})d\mathbf{m}.
\]

Also, the 2-D marginal probability distributions of paired parameters can be obtained in a similar way. It is often desirable to characterize the distribution in terms of its most probable value of the posterior, also known as the maximum a posteriori (MAP) estimate:

\[
m_{\text{map}} = \arg \max_{\mathbf{m}} p(\mathbf{m} | \mathbf{d}),
\]

where \( \arg \max \) stands for the argument of the maximum over the parameter space of \( \mathbf{m} \).

1. The Likelihood Function

Let \( \mathbf{d} \) denote the observed data vector, which in the present context contains the measured reflection coefficients for a total number of \( N \) grazing angles sampled. Also, let \( \mathbf{G}(\mathbf{m}) \) represent the predicted data vector based upon a parameterized environmental model for a given parameter vector \( \mathbf{m} \). Then, the measurement noise vector \( \mathbf{n} \), defined as the difference between the observed data \( \mathbf{d} \) and the predicted data \( \mathbf{G}(\mathbf{m}) \), is given as:

\[
\mathbf{n} = \mathbf{d} - \mathbf{G}(\mathbf{m}).
\]

Assuming that the measurement noises may be described by independent and identically distributed (iid) Gaussian with zero mean and common error variance \( \nu \) over the selected grazing angles, then the likelihood function can be expressed as:

\[
L(m) = p(\mathbf{d} | \mathbf{m}) = \frac{1}{(2\pi \nu)^{N/2}} \exp \left\{ -\frac{\mathbf{n}^T \mathbf{n}}{2\nu} \right\},
\]

where the superscript \( T \) denotes the transpose. It is seen that the probability of having observed the data \( \mathbf{d} \) is reduced as the sum of squared error increases, implying that the likelihood function quantifies the information about \( \mathbf{m} \) contained in the data.

In many cases, the data error variance \( \nu \) is not known, but can be estimated by including it in the model parameter vector as one of the parameters to be inverted [13], therefore, the likelihood function can be expressed as:

\[
L(m, \sigma_1, \ldots, \sigma_N) \propto \exp \left\{ -\sum_{j=1}^{N} \frac{(d_j - G_j(\mathbf{m}))^2}{2\sigma_j^2} - \ln \prod_{j=1}^{N} \sigma_j \right\},
\]

where \( d_j \) is the observed value at the \( j \)th grazing angle and \( G_j(\mathbf{m}) \) is the replica generated for the parameter vector \( \mathbf{m} \) at the same grazing angle.

We shall carry out the geoacoustic inversion using synthetic noise-contaminated data to simulate the measured reflection coefficients \( \mathbf{d} \), which can be represented as:

\[
\mathbf{d} = \mathbf{G}(\mathbf{m}_\text{true}) + \mathbf{n},
\]

where \( \mathbf{m}_\text{true} \) is the vector containing the true value of the parameter, and \( \mathbf{n} \) is the random noise vector with its components being an iid Gaussian and zero-mean distribution with a designated signal to noise ratio (SNR).

For a given value of SNR, the standard deviation of the \( j \)th component of the measured data can be expressed as:

\[
\sigma_j = G_j(\mathbf{m}_\text{true})10^{-\text{SNR}/20},
\]

which shows that the error standard deviation is proportional to the magnitude of the measured data. Therefore, from Eq. (8), the likelihood function can be written as:

\[
L(m, \nu) \propto \exp \left\{ -\frac{1}{2\nu} \phi(\mathbf{m}) - \frac{N}{2} \ln \nu \right\},
\]
where \( \nu \) denotes the normalized error variance given by \( \nu = (\sigma/d)^2 \), and \( \phi(m) \) is the objective function, measuring the misfit between the measured and modeled data, defined as:

\[
\phi(m) = \sum_{j=1}^{N} \left( \frac{d_j - G_{\text{c}}(m)}{d_j} \right)^2.
\]  

The resulted objective function weights all data equally, since the contribution of each reflection coefficient to the total misfit is normalized by its received signal strength. In other words, this objective function regards the measured reflection coefficients from different angles (paths) as equally important. However, if the objective is to seek a best-fit geoacoustic model, one could weight the reflection data for each angle proportionally to its strength, so that it yields an optimum model that may account for variation of attenuation from various angles.

2. Probability Distribution of Sound Speed Profile

In this analysis, the inversion of sound speed profile \( c(z) \) and its associated uncertainty are the major subject of interests. Based upon the posterior distribution \( p(m|d) \) for the estimated parameters \( m \), the posterior distribution \( p(c|m) \) for the sound speed profile \( c \) may be obtained, and then all other relevant statistics follow. Here, we use \( c \) to denote the vector containing sound speed components at various depths, i.e., \( c_i = c(z_i) \).

For either the prior or posterior probability distribution of the sound speed profile, the probability distribution of \( c \) may be expressed as:

\[
p(c|m) = \int_M \delta[C(m) - c]p(m|d) \, dm
\]  

where \( M \) represents the model domain and \( \delta[C(m) - c] \) is equivalent to \( c = C(m) \), which reconstructs the sound speed profile for each value of \( m \), in reference to the formula given by Eq. (2).

As for the characterization of the statistics, since the full probability distributions of the sound speed are available and they are not Gaussian, it is preferable to characterize the distributions with the medians and the intervals that contain 95% of the highest probability density, referred to as the Credibility Interval (CI) in Bayesian terminology, rather than using the means and standard deviations for Gaussian distributions [2].

IV. SOLUTIONS OF FORWARD PROBLEM AND SENSITIVITY ANALYSIS

Before carrying out the inversion analysis, we need to solve the forward problem, and ensure the correctness of the solutions. Furthermore, each of the parameters in the geoacoustic model is examined with respect to its impact on the solution so that its sensitivity on the output is assessed. Only those parameters that associate with high sensitivity shall be chosen for inversion.

1. Solutions of the Forward Problem

The linear system, Eq. (A20), for solving the forward problem derived in Appendix A, can be solved numerically to obtain the reflection coefficient, \( A_{\gamma} \), in Eq. (A11). It is worth mentioning that, although the solution procedure is straightforward, the functions \( G \) and \( H \) in Eq. (A5) and their derivatives in the coefficient matrix \( \hat{B} \), Eq. (A21), require special treatments, because numerical evaluation of these functions may incur instability issues if the orders of Hankel functions become imaginary; relevant discussion has been given in the previous work by the authors [19].

To ensure the correctness of the numerical algorithms, a canonical set of parameters is supplied to generate the numerical solution. The solution is then compared with the asymptotic results obtained from existing software OASES [22], which is generally accepted as one of the most efficient computational software for solving seismic acoustic wave propagation in a horizontally-stratified medium. Fig. 3 illustrates the reflection coefficients for frequency of 100 Hz and for the set of parameters shown in the figure. It is seen that the results computed from OASES, with increasing number of discrete layers from 4 to 16, consistently approach to the exact solution obtained from present analysis, ensuring the reliability of the numerical algorithms for the solution of the forward problem employed in the present study.

2. Sensitivity Analysis

It is well understood that inversion for the environment parameters is a highly nonlinear process, and frequently subjects to non-uniciness problem. Therefore, a prior knowledge either on the environmental model itself or the effect of model parameter variation on the outputs, referred to parameter
sensitivity, provides important information for choosing the parameters to be inverted. To serve this purpose, we examine the deviation or mismatch of the reflection coefficient due to the variation of various parameters.

Fig. 4 demonstrates the effects various model parameters on the reflection coefficients. Here, a nominal value for each parameter shown in the figure is chosen to derive a solution as a benchmark, and then a deviation of 3% of parameters values is individually perturbed to obtain its corresponding results. These results reveals that the variations of the parameters $b$, $c_{\text{2mid}}$, and $h$ result in much more significant deviations than those due to others, indicating that these three parameters, all related to the sound speed profile, have much higher local impact on the overall results, and therefore, have a higher sensitivity.

For quantitative analysis, an index gauging parameter sensitivity, referred to as sensitivity index $\text{SI}(m_i)$ for parameter $m_i$, is defined as follows:

$$\text{SI}(m_i) = \frac{1}{N} \sum_{j=1}^{N} \left[ \frac{G_j(m_i) - G_j(m_{\text{ref}})}{G_j^2(m_{\text{ref}})} \right]$$

where $N$ is the total number of grazing angles sampled, and $G_j(m_{\text{ref}}), G_j(m_i)$ are the magnitudes of reflection coefficients at the $j$th angle for reference model $m_{\text{ref}}$ and for the parameter $m_i$, respectively. Fig. 5 shows the SI of all parameters relating to sediment layer for three values of frequency represented by $k_1 h$. It is seen that the parameters $b$, $c_{\text{2mid}}$, and $h$ have much higher SI than any other parameters, particularly for higher values of $k_1 h$.

Although, in theory we may invert all parameters, however, in view of the analysis of SI’s of various parameters, we shall concentrate on the inversion of the sound speed profile of the sediment layer in correspondence to the three higher sensitive parameters. In addition, the data error variance $\nu$, as shown in Eq. (7), is also included as one of the parameters to be estimated during the inversion.

V. RESULTS AND DISCUSSION

Since the purpose of this study is to demonstrate the inversion algorithm for environmental model parameters, the employed model data are synthesized through numerical simulation. Here, an environmental model with a nominal set of parameters is chosen to generate the reflection coefficients as the modeled data $G(m)$, then a certain amount of random noise parameterized by SNR is superimposed to yield the noise-contaminated data, which is treated as the field measurements for the inversion analysis in this study.

The algorithm described in Sec. III is now numerically implemented for the inversion of sound speed profile. Since
the computational expenses are of little concern for an inversion with only four parameters, an exhaustive evaluation of 
$p(m | d)$ over a grid of parameter space combined with ordinary numerical integration is executed. The exhaustive search is a robust and accurate approach and is recommended for inversion with only a few parameters (e.g., less than eight). However, if the number of parameters is large, Monte Carlo methods of numerical integration should be used.

For the present analysis, the parameter vector $m$ denotes $m = (b, c_{2mid}, h)$, and the data vector $d$ contains the randomized reflection coefficients at selected grazing angles as its components. The parameter intervals within which a reasonable sound speed profile may be generated are chosen to be as follows: $0.735 \leq b \leq 0.749$, $1960 \leq c_{2mid} \leq 2010$, and $90 \leq h \leq 110$; these are the intervals in which the parameters are searched to generate the best likelihood of the estimation.

1. Analysis of Parameter Uncertainty

The baseline environment consists of a 100-m non-uniform sediment layer overlying on a semi-infinite elastic basement; the true values for the related parameters are given in Fig. 6(a); these values are merely chosen for illustrative purpose. In the figure, the dashed line represents the original noise-free reflection coefficients from the baseline model for frequency 200 Hz. The reflection coefficients are measured at four grazing angles: 75°, 80°, 85°, and 90°. To simulate a set of noise-contaminated data, we add to the modeled reflection field $G(m)$ a noise vector consisting of elements drawn from a computer-generated approximation to zero-mean uncorrelated Gaussian random numbers with 20-dB SNR (equivalent to $\nu = 0.01$); the observed data are shown as the circles with error bars in Fig. 6(a).

Fig. 6(b) shows the parameter uncertainty computed from the simulated data for the above-chosen geoacoustic parameters and the error variance $\nu$. Since the parameter vector $m$ is of dimension four, it is difficult to visualize it in a hyperspace geometry, therefore, the marginal probabilities described in Eq. (4) are used to summarize the structure of the PPD. The line subplots along the diagonal are the one-dimensional (1-D) marginal PPDs for each parameter, $p(m_i | d)$, and the contour subplots in the upper triangle are the 2-D marginal PPDs corresponding to the paired parameters in the bottom-most and left-most line subplots, $p(m_i, m_j | d)$. Gray levels represent the probability density. Darker shades mean higher probability density of observing the estimated parameter value given the data. The 1-D and 2-D marginal PPDs reveal the uncertainty of the parameter estimation, in addition, the 2-D PPDs also show the correlations between the paired parameters. For example, the contour subplot on row 1 and column 1 shows the correlation between $c_{2mid}$ and $b$. The result suggests that there is a strong negative coupling between these two parameters. Therefore, the inter-parameter correlation results in a relatively flat distribution in the 1-D marginal PPDs for the parameters $c_{2mid}$ and $b$. If more information about one of these two parameters could be obtained, then the 1-D marginal PPD of the other parameter could be sharpened.

Due to the nature of the reflection coefficients, the PPDs may be sensitive to the parameters chosen. For example, the uncertainty of $h$ exhibits a multimodal structure; several
maxima of magnitude in \( p(h \mid d) \) and multiple valleys in the 2-D joint PPDs paired with the sediment thickness \( h \). In general, it is difficult to summarize its posterior with a few numbers, therefore, the \( p(m \mid d) \) is used to reconstruct the sediment sound speed profile.

Figs. 6(c) and (d) show the probability distributions for the sediment sound speed at 0-m depth, i.e., the upper interface of the sediment layer. Panel (c) shows the prior probability distribution of the surficial sound speed using data-independent prior information, while (d) shows the posterior probability distribution of the sound speed using all information available on models embedded in the data and from data-independent prior information. Since more information is provided to reconstruct the sound speed, the posterior uncertainty of surficial sediment sound speed is reduced. Often, the distribution of the sediment sound speed is poorly approximated by a Gaussian distribution, the central tendency and spread of the sound speed distribution are indicated, respectively, by the median (the heavy vertical line) and the 95% Credibility Interval (CI; the gray area), which means that the probability of sound speed lying in this interval is at least 95% [2].

2. Statistical Estimation of Sediment Sound Speed Profiles

The reconstructed sound speed profiles based upon the synthetic randomized data using inversion algorithms are presented and discussed in this section. Since the inversion is subject to statistical variation due to addition of noise, the 95% CIs estimation of the sound speed profiles as addressed in the previous section is our primary interest. Also, we shall examine the effects of SNR, dimension of data vector, and sampling range of the measurement on the quality of estimation.

Fig. 7 shows the CIs of the reconstructed sediment sound speed profile using the reflection coefficients measured at 75°, 80°, 85°, and 90°, for the prior case (a), and for the posterior cases with SNR equal to 10 dB (b), 20 dB (c), and 30 dB (d), respectively. For convenience in presentation to correspond to the physical situation, the origin is set at the top of the layer, and vertical axis \( z \) points downward and is normalized as \( k_1 z \). It is first noted that the dashed curve represents the true sound speed profile as the benchmark solution, and the solid curve shows the median of the statistical distribution, which is taken to be the nominal sound speed profile from the inversion. It should be stressed that although the median (or other statistics such as mean) may be considered as an estimate of the inversion of the sound speed, the statistical estimation of the sound speed profiles represented by 95% CI bears more significance in showing the inversion quality than the median itself, because it sheds light on the overall behavior of the inverted sound speed profile in terms of qualitative nature.

The results in Fig. 7 demonstrate that the uncertainties for the prior case are much larger than those corresponding to the posterior cases, and furthermore, the uncertainties are reduced in accordance with the increase of SNR, with SNR = 30 dB giving estimation rather close to real values. This is clear in that, for the prior case, the results are based upon knowledge of the environment alone without consultation with the measured data, while for the posterior cases, the inversion in effect extracts additional information from the measurements, and therefore, a better estimation is achieved. It is also noticed that the variation of the prediction near the lower boundary is smaller than that near the upper boundary due to the constraints imposed by the boundary conditions requiring the continuity of sound speed with the seafloor at the lower boundary.

Fig. 8 compares the results inverted from data vectors with different dimensions for SNR = 20 dB. The subplot (a) corresponds to data vector with dimension \( N = 6 \), i.e., 6 measurements, while the subplot (b) with dimension \( N = 16 \), all equally-sampled from the interval of grazing angles ranging between 75° and 90°. The results illustrate that the prediction is slightly better for \( N = 16 \) than that for \( N = 6 \), but not much.
This indicates that the prediction is rather stable when the data are sampled from the region corresponding to steeper grazing angles. These results may also be inferred from the reflection coefficient itself, as shown in Fig. 6(a), in that the reflection coefficients shows less variation in the interval within the range of higher grazing angles.

The results corresponding to Figs. 7 and 8 for lower grazing angles between 45° and 60° are shown in Figs. 9 and 10, respectively. By comparing these figures, it is seen that for the data set sampled from the interval containing highly-oscillatory reflection coefficients (see Fig. 6(a)), the results are in general more uncertain, as evidently shown in comparison of Fig. 7(d) with Fig. 9(d). This is also expected in that for lower grazing angles, the interference due to multiple reflections from various layers in a stratified medium becomes more complicated, resulting in a complicated reflection pattern. Under this situation, the uncertainty of the prediction may be compensated by increasing the dimension of the data vector, i.e., the number of data points, as shown in Fig. 10. Here, it shows that by increasing the dimension from N = 6 to N = 16, the uncertainties are greatly reduced, and the results are even better than those inverted from higher angles.

The above results show an interesting interplay between the role of the region in which the data are sampled and that of the number of data measured. For data collected from the region of higher grazing angles, each data set contains more or less alike information so that the results are hardly improved by increasing the number of data points; while for lower grazing angles, the information embedded in the different sets of data has higher degree of diversity, signifying the “amount” of information containing in the lower grazing angles is more than that in the high grazing angles.

The inversion statistics corresponding to three values of SNR = 10 dB, (b) SNR = 20 dB, and (d) SNR = 30 dB.

![Fig. 9](image)
**Fig. 9.** Effect of SNR on the probability distributions of the reconstructed sediment sound speed profile using the reflection coefficients measured at 45°, 50°, 55° and 60°. (a) uniform distributions of the model parameters, (b) PPD of m inferred from the observed data of SNR = 10 dB, (c) SNR = 20 dB, and (d) SNR = 30 dB.
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**Fig. 10.** Effect of the number of measured reflection coefficients on the probability distributions of the reconstructed sediment sound speed profile for SNR = 20 dB at the interval of grazing angle between 45° and 60° with (a) 3° increment (N = 6) and (b) 1° increment (N = 16).

VI. CONCLUDING REMARKS

This paper analytically studies the inversion of a sediment sound speed profile using a parameterized geoaoustic model based upon the problem of plane-wave reflection from a non-uniform sediment layer. The inversion gives an estimate of the complete sound speed distribution of the sediment layer, rather than a single value as in the traditional analysis. The primary objective of this paper is to establish the inversion procedure and to analyze the uncertainty with respect to various statistical and/or physical parameters.
The study emphasizes the analysis of estimation uncertainty of the resulted sound speed profiles under various effects. The uncertainty bears significance not only in relation to inversion processes but also to the geoacoustic properties of seabed. Furthermore, one should be also aware of the fact that, in practical applications, the data for reflection coefficients are often measured by a vertical or horizontal array with limited angular resolution, rather than a specific angle as designated in this analysis. As a result, the uncertainty of the estimation is expected to increase due to angular variations of the input reflection coefficients.

While we claim no universal applications of the present study, this analysis provides a basis on the estimation of the geoacoustic properties for a continuously-stratified medium, and is particularly efficient for a medium with properties that can be described by analytical functions.

APPENDIX A: FORMULATION FOR PLANE-WAVE REFLECTION FROM A NON-UNIFORM SEABED

Consider a plane wave of frequency \( \omega \) impinging at grazing angle \( \theta \) upon a flat seabed consisting of a non-uniform fluid-like sediment layer overlying on an elastic basement as schematically shown in Fig. 2. The incident wave lying on x-z plane is represented as \( \phi_i(x, z, t) = e^{i(kx - \omega t)} \), where \( k_x = k_1 \cos \theta \) is the horizontal wavenumber, with \( k_1 = \omega / c_1 \), \( k_3 = \sqrt{k_1^2 - k_s^2} \), and \( c_1 \) and \( h \) being the sound speed of the upper layer and the thickness of the sediment layer, respectively.

Let \( \phi_{j,a}(j = 1-3) \) denote the compressional velocity potential of frequency \( \omega \) for layer \( j \), and \( \psi_{j,a} \) the shear velocity potential for layer 3, then the Helmholtz equations describing the 2-dimensional acoustic waves in the various layers are:

\[
\left( \nabla^2 + k_{j}^2 \right) \phi_{j,a}(x, z) = 0 \quad (A1)
\]

\[
\left( \nabla^2 + \frac{\omega^2}{c_j^2(z)} \right) \phi_{j,a}(x, z) = \frac{1}{\rho(z)} \nabla \rho(z) \cdot \nabla \phi_{j,a} \quad (A2)
\]

\[
\left( \nabla^2 + k_{j}^2 \right) \phi_{3,a}(x, z) = 0 \quad (A3)
\]

\[
\left( \nabla^2 + k_{j}^2 \right) \psi_{3,a}(x, z) = 0 \quad (A4)
\]

where \( k_{j,a} = \omega c_{j,a}, k_3 = \omega / c_3 \) are the compressional and shear wavenumbers of layer 3, and \( \phi_{1,a} \) is for the reflected field only. It is noted that the density \( \rho(z) \) and the sound speed \( c(z) \) in Eq. (A2) may vary with respect to depth, and are assumed in the present study to take the form as shown in Eqs. (1) and (2), respectively.

The solutions for Eqs. (A1), (A3), and (A4) are rather straightforward. As for Eq. (A2), it has been solved analytically by Robins [21] to give:

\[
\phi_{2,a}(x, z) = \left[ A_x^2(k_1)G(k_1, z) + A_y^2(k_1)H(k_1, z) \right] e^{ik_1z} \quad (A5)
\]

where \( A_x^2 \) and \( A_y^2 \) are unknown constants, and the functions \( G \) and \( H \) are given by:

\[
G(k_1, z) = \sqrt{\xi(z)} H^{(1)}(\kappa_2^2(z)) \quad (A6)
\]

\[
H(k_1, z) = \sqrt{\xi(z)} H^{(2)}(\kappa_2^2(z)) \quad (A7)
\]

with \( H^{(1)} \) and \( H^{(2)} \) being the \( \xi \)-th-order Hankel functions of the first and second kind, respectively. The relevant variables are defined below:

\[
\xi = 1 - \frac{\rho c^2}{\rho c_3^2} \quad (A8)
\]

\[
\xi^2 = \frac{1}{4} \frac{\omega^2}{c_j^2} \left[ 1 - \frac{b^2}{c_2^2} \right] \quad (A9)
\]

\[
k^2 = \frac{1}{4} \left( k_1^2 b^2 - k_3^2 - \frac{\beta^2}{4} \right) \quad (A10)
\]

Therefore, the solutions corresponding to Eqs. (A1)-(A4) with the \( x \)-dependence \( e^{ik_1z} \) extracted may be expressed as:

\[
\phi_{1,a}(k_1, z) = A_x^1(k_1) e^{\alpha_{j,a}(\xi z)} \quad (A11)
\]

\[
\phi_{2,a}(k_1, z) = A_x^2(k_1)G(k_1, z) + A_y^2(k_1)H(k_1, z) \quad (A12)
\]

\[
\psi_{3,a}(k_1, z) = B_x^3(k_1) e^{\alpha_{j,a}(\xi z)} \quad (A13)
\]

where \( \alpha_{j,a} = \sqrt{k_2^2 - k_{j,a}^2} \) and \( \alpha_{j,a} = \sqrt{k_2^2 - k_{j,a}^2} \), and the unknown amplitudes \( A_x^1, A_x^2, A_y^2, B_x^3 \), and \( B_x^3 \) are to be determined from boundary conditions.

For the problem under consideration, the physical boundary conditions are:

\[
d_x \left|_z = d_x \right|_z - d_x \left|_z = d_x \right|_z \quad (A15)
\]

\[
p_x \left|_z = p_x \right|_z - p_x \left|_z = p_x \right|_z \quad (A16)
\]
where $d_z$, $p$, $\sigma_z$, and $\sigma_{xz}$ are vertical displacement, pressure, normal stress, and shear stress, respectively; these variables are related with the velocity potential through its definition and stress-strain relations [15]. After applying these boundary conditions to Eqs. (A11)-(A14), a linear system is produced:

$$\mathbf{B}(k_x) \tilde{\chi}(k_x) = \tilde{C}(k_x)$$  \hspace{1cm} (A20)

where the coefficient matrix, also referred to as propagator matrix, $\mathbf{B}(k_x)$, amplitude vector $\tilde{\chi}(k_x)$, and $\tilde{C}(k_x)$ are given below:

$$\mathbf{B}(k_x) = \begin{bmatrix}
    ik_x & -\frac{\partial G}{\partial z}(k_x, \frac{h}{2}) & \frac{\partial H}{\partial z}(k_x, \frac{h}{2}) \\
    \rho_1 & -\rho_{2L} G(k_x, \frac{h}{2}) & -\rho_{2L} H(k_x, \frac{h}{2}) \\
    0 & \frac{\partial G}{\partial z}(k_x, -\frac{h}{2}) & \frac{\partial H}{\partial z}(k_x, -\frac{h}{2}) \\
    \rho_{2L} \omega^2 G(k_x, -\frac{h}{2}) & \rho_{2L} \omega^2 H(k_x, -\frac{h}{2}) & 0 \\
    0 & 0 & 0
\end{bmatrix}$$  \hspace{1cm} (A21)

$$\tilde{\chi}(k_x) = \begin{bmatrix}
    A_1^+(k_x) & A_2^-(k_x) & A_3^+(k_x) & A_4^+(k_x) & B_1^+(k_x)
\end{bmatrix}^T$$  \hspace{1cm} (A22)

$$\tilde{C}(k_x) = \begin{bmatrix}
    -ik_x & \rho_1 & 0 & 0 & 0
\end{bmatrix}^T$$  \hspace{1cm} (A23)

The parameters $\rho_{2L}$ and $\rho_1$ are the density of the layer 2 at the upper and lower boundaries, respectively; also, $\lambda_4$ and $\mu_4$ are the Lamé constants of the seafloor.
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