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ABSTRACT 

This study proposed an approach to measure the burstiness 
of network traffic based on fractal dimensions (FDs).  By 
definition, burstiness is the degree of variation in network 
traffic.  This study defined two types of FDs: (1) the FD of 
network traffic that describes the flow variation of network 
traffic, and (2) the FD of the range that describes the degree  
of flow dispersal.  The proposed method uses an adaptive 
time-slot monitoring mechanism to monitor the network.   
The relevant FDs are derived from measurements obtained 
during each time slot in a monitoring window. 

This study conducted experiments using NS2 simulation 
data.  The experimental results indicate that the proposed 
method can effectively measure the burstiness of network 
traffic.  The method provides a meaningful way to describe the 
variation of network traffic and reduces monitoring overhead 
by using an adaptive time-slot monitoring mechanism. 

I. INTRODUCTION 

Network traffic measurement has attracted considerable 
interest in recent decades [1, 2, 20].  One of the main objec-
tives of network traffic measurement is detecting bursty traffic 
that degrades network performance and reliability [5].  In 
general, a network burst causes undesirable buffer overflow 
and increases queuing delays [3, 17, 21]. 

Burstiness is usually defined as the tendency of network 
packets to arrive in bursts.  The definition for burstiness has 
not been standardized because the objectives of each study 
have differed.  For example, Lan et al. [5] defined train bursti- 
ness as the product of the mean packet arrival rate in a unit  
of time and the mean interval between bursts.  Sarvotham  
et al. [13] stated that a bursty flow was a flow in which the 
peak rate exceeded the mean rate of traffic plus three standard 
deviations of aggregated traffic.  Regardless of the varying 
definitions of burstiness, an appropriately measuring bursti-
ness is critical for traffic monitoring and administration. 

Since the discovery of fractal properties inherent in the 
traffic of various computer communication networks, such as 
the Ethernet local area network (LAN) [6], wide area network 
(WAN) [11], and wireless network [16], fractal techniques 
have been widely used in network management studies.  For 
example, researchers have been using the fractal dimension 
(FD) to describe network traffic for more than a decade [10, 12, 
19].  Recent studies have also indicated that the FD is ex-
tremely useful in describing traffic burstiness [15].  Network 
traffic is often characterized by its chaotic and irregular vari-
ability.  By focusing on the irregularity of the variation of 
network traffic, the FD is well suited to quantify those mor-
phological characteristics that several studies have used in a 
qualitative sense to analyze the characterization of network 
traffic. 

Based on these research trends, this study proposed two 
FDs to analyze the complexity of network traffic, namely, the 
FD of traffic (TFD) and the FD of range (RFD).  The proposed 
method derives the FDs for burstiness from measurements 
obtained in two consecutive monitoring windows.  Each win-
dow is subdivided into a fixed number of time slots.  One 
traffic measurement is taken per slot.  Using these measure-
ments to plot a network traffic graph.  An FD method is then 
applied to the network traffic graph to derive the FDs. 

This study proposed an adaptive time-slot monitoring 
mechanism to reduce the execution overhead of traffic moni-
toring.  If burstiness is not detected in the current window,  
then the duration of the time slots in the next window is  
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increased.  Longer slots indicate that the number of traffic 
measurements is fewer, hence the overhead is lowered.  If 
bursty traffic does occur, then the duration of the time slots in 
next window is reset to the initial value. 

The remainder of this study is arranged as follows: Section 
2 presents a review of several previous studies including  
some definitions of bursty flow, the Box-Counting Method 
(BCM)-based FD calculation, and time-slot based network 
traffic monitoring.  Section 3 introduces burstiness measure-
ment using two proposed FDs with the adaptive time-slot 
monitoring mechanism.  Section 4 shows the application of  
the proposed method to two network models established with 
NS2, illustrating its ability to detect bursty traffic.  The fre-
quency of traffic readings with or without the adaptive time- 
slot monitoring mechanism is also compared.  Section 5 offers 
a conclusion. 

II. RELATED WORKS 

1. Current Approaches to Defining Bursty Flow 

Most current burstiness measurements focus on counting 
network flows.  The most widely used definition of a flow  
was suggested by Lan et al. [5], in which the flow is a series of 
unidirectional packets that have the same source/destination 
addresses, protocol, and port numbers.  The next paragraph 
introduces two conventional methods that were proposed by 
Sarvotham et al. [13] and by Lan et al. [5].  Both methods  
are performed on the basis of counting flows. 

Sarvotham et al. suggested that bursty traffic was caused  
by numerous bytes or packets arriving simultaneously.  They 
classified the flows as either alpha flows or beta flows.  Ac-
cording to Sarvotham et al., an alpha flow is a flow whose 
peak rate exceeds the threshold defined as the mean of the 
flow rate plus three standard deviations of the aggregate traf- 
fic [13].  If a flow satisfies (1), then it is considered an alpha 
flow: 

   := 3peak sdalpha flow burst Agg Aggµ> + ×  (1) 

where burstpeak, Aggµ, and Aggsd represent the flow peak rate in 
this duration, the mean rate of traffic, and the standard devia-
tion of the aggregate traffic, respectively. 

Lan et al. defined the burst as a train of packets within the 
interarrival time [5] as defined in (2): 

  := burst packets with interarrival time tt<  (2) 

where tt is a time threshold. 
Train burstiness is defined as the product of the mean burst 

rate and mean inter-burst time, as follows: 

 ( ) ( ): rate iterburstiness mean burst mean burst= ×  (3) 

where burstrate is the packet arrival rate in a time unit, and 

burstiter is the interval between bursts. 
Bursty flow is a flow with burstiness greater than the mean 

plus three standard deviations of the sampled flows, as indi-
cated in (4): 

  : 3burstinessbursty flow flow mean sd= > + ×  (4) 

where flowburstiness, mean, and sd represent flows with bursti-
ness, the mean of the sampled flows, and the standard devia-
tions of the sampled data, respectively. 

2. Counting Boxes to Estimate the Fractal Dimension 

By expressing the degree of complexity, the FD is a useful 
tool to describe natural objects [9].  One popular approach  
to obtaining the FDs, as measurements of the space filling 
property of an object, is the BCM.  The main process of the 
BCM is to fully cover a planar object with N boxes, with  
each side being of length l, which is also the scale of meas-
urement.  The correlation of l and N(l) is expressed in (5): 

 ( ) DN l l−∝  (5) 

where D represents the FD.  From (5), the relationship 
1log ( ) logN l D l−∝ follows naturally.  According to the defi-

nition of FD by [7, 8], D may be obtained as in (6): 

 
0

log( ( ))
lim

log(1 )l

N l
D

l→
=  (6) 

when scale l approaches infinitesimal, N(l) approximates in-
finity.  The result of calculating a physical object by using  
(6) is approximate.  To obtain the FD, various scales can be 
applied to produce differing N(l) values; by plotting log ( )N l  
against log(1 ),l  and fitting a regression function to the plot, 
the FD is obtained as the slope of the regression line. 

3. Time Slot in Network Monitoring 

To avoid relative errors in the process of network traffic 
measurement, a network administrator must continuously 
monitor the network traffic and log the details.  Gilly et al.  
[4] indicated that continuous monitoring of network traffic 
causes considerably high overhead in the monitoring proc- 
ess.  Therefore, reducing the monitoring frequency and pre-
venting relative errors are critical for network administrators.  
Currently, the most common practice is to execute the moni-
toring according to a certain time interval (i.e., a time slot). 

Most Time Period Studies have focused on obtaining the 
best possible accuracy with the smallest possible number of 
periods for reducing the overhead of the monitoring process.  
Two primary period scheduling mechanisms of monitoring 
process based on the number of time slots are the static 
time-slot mechanism and the dynamic time-slot mechanism.  
The static time-slot method uses a fixed number of slots, 
which is a disadvantage because the monitoring overhead is 
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constant.  In contrast, the dynamic time-slot method is flexible 
in time scheduling, and its monitoring overhead relies on the 
process of determining the number of slots. 

III. TECHNIQUES METHOD OF BURSTINESS 
MEASUREMENT 

1. Fractal Dimension of Traffic 

This study collected a sequence of network traffic data as a 
summation of flows within a period and then plotted the  
data on the Y-axis against the start time of each period on the 
X-axis.  This study obtained the FD of the measured net- 
work traffic by applying the BCM to the plot.  The FD of  
the curve represents the variation of traffic over a certain  
period and is referred to in this study as TFD.  The TFD could 
reflect the complexity of the curve that represents the degree 
of the variation of the network traffic. 

In theory, a curve can be completely covered with N(l) 
contiguous square boxes with each box measured l × l.  As  
the size of the box approaches zero, the total area covered by 
the boxes converges to the measurement of the curve.  In 
practice, the FD of the curve is estimated by first counting the 
number of boxes that is required to fully cover the curve for 
several box sizes, and then by fitting a regression line to the 
log-log plot of log ( )N l  versus log l.  The slope of the re-
gression line log ( )N l  versus log l is the FD of the curve that 
represents the TFD. 

2. Fractal Dimension of Range 

Network traffic consists of several flows.  The traffic can  
be bursty when a relatively large flow occurs.  The measure-
ment of the degree of the dispersal of flows in each interval is 
useful for detecting burstiness. 

The proposed method regards the difference between the 
maximal flow and minimal flow sizes within a time slot as the 
range.  This study plotted the maximal flow and the minimal 
flow within a period on the Y-axis against the start time of each 
period on the X-axis; two curves were then obtained.  The area 
between two curves represents the flow range.  By applying  
(6) to the area, this study was able to estimate the FD of the 
area, which represents the RFD and reflects the degree of the 
flow dispersal and the variation of range trend (i.e., a smaller 
RFD indicates that the flow sizes are closer).  The difference  
in the flow sizes increases in conjunction with the increase of 
the RFD. 

The RFD can be estimated by using the BCM.  The esti-
mation procedure is described as the follows: 1) choose a  
flow range of network traffic within period P and place the 
curves on a space.  2) Choose a set of boxes of various sizes, 
such that box length l tends to be zero.  3) Cover the area with 
the boxes.  For each l, the corresponding number of boxes 
necessary to cover the entire range, N(l), is counted.  4) Plot 
log ( )N l  against log1 l , for various l.  By applying a process 
similar to the one in Section III.1 that solves (6), the FD of the 
range is readily available as the slope of the regression line.   

If the flow range of the network traffic is a fractal, then the 
logarithm plot is a straight line. 

3. FD Based Detection of Bursty Traffic 

To estimate the burstiness of the traffic, this study desig-
nated two adjacent time windows: the reference window and 
target window.  The designated window consists of a given 
number of time slots.  The window size changes as the slot 
periods change.  Within each of the alternating windows, traf- 
fic measurements are obtained and the two FDs discussed 
earlier are derived.  By definition, bursty traffic has occurred 
when the FDs in the reference window are both less than their 
counterparts in the target window, each by a certain threshold. 

As the monitoring continues, the duration of the time slot 
for the next target window is determined by the result of the 
comparison between the FDs in the current reference and 
target windows.  The mechanism for changing the duration of 
a time slot is described below: 

 
(a) Initially, both windows consist of n  time slots of dura- 

tion t.  Hence, the size of each window is n × t.  Let the 
start point of the reference window be Ws.  Therefore, the 
start point of the target window is Ws + nt, as shown in  
Fig. 1(a). 

(b) Let ∆TFD be the difference between the TFD in the ref-
erence window and its counterpart in the target window.  
Similarly, let ∆RFD be the difference between the RFD in 
the reference window and its counterpart in the target 
window.  The following conditions are suggested for the 
detection of bursty traffic: 

{ }  andtTFD threshold∆ ≥  

{ }rRFD threshold∆ ≥  (7) 

 where thresholdt is the threshold of the FD of traffic and 

rthreshold is the threshold of the FD of range.  Bursty 
traffic is detected when the traffic satisfies both conditions 
in (7). 

(c) If any condition in (7) is not satisfied, then bursty traffic 
has not occurred in the target window.  In such a case, it is 
reasonable to decrease the monitoring frequency by in-
creasing the duration of the time slots for the next target 
window.  This study chose to double the duration of the 
time slots in the upcoming window.  For the subsequent 
comparisons to be meaningful, the last original refer- 
ence and target windows were combined into a new ref-
erence window.  The new target window is the same size.  
The TFD and RFD of the new reference window are the 
means of the two respective counterparts from each of  
the two original windows. 

(d) If both of the conditions in (7) are satisfied, then bursty 
traffic is detected and the target window is a bursty win-
dow.  Consequently, the duration of the time slots for the 
next target window reverts to the initial value and the size  
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Starting point of the reference window (Ws) 

(a) Initial step: setting the initial values. 

Reference window Target window 

Time slot of 
duration t

Starting point of the target window (Ws + n × t) 

Obtain TFDt and RFDt
in the target window.   

Obtain TFDr and RFDr
in the reference window. 

In this example, the target window and the reference window have
equal size w = n × t, where n = 2.  

The original reference window and
target window are combined as the
new reference window Ws.    

The duration of the next target window is n × tnext.

Reference window Target window Next Target window 

t is increased to tnext. 

Let the means RFD and TFD be RFDr and
TFDr in the new reference window.

Set the duration of
the time slot to t.    

Target window Next Target Window

This target window
becomes the new
reference window.  

Size of the next target window is w = n × t.

(b) If any of the differences of FDs between the target window and reference window is less than the threshold, 
non-bursty traffic is detected in the target window.  Hence, the duration of the time slot is increased.   

(c) If both of the FDs in the target window are greater than the FDs in the reference window and the differences 
of the FDs are greater than or equal to the thresholds, a bursty traffic is detected.  That is, the target window 
is a bursty window.  So, set the duration of time slots to the default value for the next target window and let 
the current target window be the new reference window.   

Fig. 1.  Adaptive time-slot monitoring mechanism. 
 
 
 

 of the next target window is also restored to the initial 
value.  The duration of the time slots reverts to the initial 
values, indicating that the size of the next target window 
also reverts to the initial length as presented in Fig. 1(c). 

 
The adaptive time-slot monitoring mechanism shown in 

Figs. 1(b) and 1(c) is summarized by (8): 

 
, If both of the conditions in (7) hold

, otherwise
initial

next
current initial

t
t

t t


=  +

 (8) 

where tinitial is the duration of the time slot at the initial step, 
tcurrent is the duration of the time slot in the current target 
window, tnext is the new duration of the time slot for the next 
target window. 

IV. SIMULATION SCENARIO AND ANALYSIS 

1. Network Traffic Model 

This study used the Pareto ON/OFF model; the connection- 
level traffic model [13] for both models have been used in 
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Table 1.  Link parameters of the Pareto ON/OFF model. 

Link Bandwidth (Kbps) Latency (ms) 

D – clients 5000 10 

A – B 20000 20 

B – D 20000 20 

A – servers 10000 20 
 
 

Table 2.  Topology parameters of the Pareto ON/OFF model. 

Parameter Value 

Number of server 40 

Number of clients 90 

Mean ON time 0.5 sec 

Mean OFF time 0.5 sec 

Pareto parameter α 1.2 

Burst Rate 200 k 

Packet size 15 
 
 

A D 

Clients 

C0

C1

Cn

Servers 

B 

Sn

S1

S0

 
Fig. 2.  Topology of the Pareto ON/OFF model. 

 
 
major studies on bursty traffic, such as Willinger et al. [18] 
and Sarvotham et al. [13].  This study set the simulation of 
TCP flow at the packet level to simplify the experimental 
conditions. 

Simulation 1. Pareto ON/OFF Model: 

The simulator transmits the packets according to parameter 
α = 1.2, which is the same value used by Sarvotham et al. [13].  
The OFF state of the Pareto ON/OFF model is the idle time 
during which packets are not transmitted.  The waiting time 
depends on parameters γ and ω, where γ = 1.1 and ω = 0.36.  
The topology is depicted in Fig. 2. 

The parameters used in the experiment are presented in 
Tables 1 and 2.  These values were selected according to the 
NS2 parameters used in Savotham et al. [13] as well as the 
parameters recommended in the user guide of the NS2.  
Overall, 40 sources, 90 clients, and 3 middle nodes were in-
cluded in the simulation.  A total of 90 flows between the 
source nodes and client nodes were established as evenly as 
possible.  The observation period was 10 s, and the time slot  

0
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200000
300000
400000
500000
600000
700000
800000
900000

1000000
1100000
1200000

0 1010.5
Time (sec) (dutation of time slot = 100 ms)

K
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ts
/s

ec

1.5 2 2.5 3 3.5 4 4.5 5 5.5 6 6.5 7 7.5 8 8.5 9 9.5

 
Fig. 3. TCP traffic in the Pareto ON/OFF model. 

 
 

D A

Clients 

H

P0

P1

Pn

E

F

G

Servers

B 

 
Fig. 4.  Topology of the connection-level traffic model. 

 
 

was set to 0.1 s.  Therefore, the number of measurements was 
100. 

Node A in Fig. 2 is designated as the observation point for 
this topology.  This study collected the packets that were gen-
erated by 90 flows passing through node A and plotted the data, 
as shown in Fig. 3. 

Simulation 2. Connection-Level Traffic Model: 

The topology of the connection-level traffic model is de-
picted in Fig. 4 based on the model used in the Sarvotham et al. 
experiment [13].  The parameters of this model are presented 
in Tables 3 and 4. 

As shown in Fig. 4, four transmission nodes, from E to H, 
were established on the Server side.  Each transmission node 
connects to 10 source nodes.  On the client side, six receiver 
nodes each connect to 15 destination nodes.  Two sides are 
connected by three middle nodes.  The source nodes and des-
tination nodes were connected as evenly as possible.  The 
observation period was 10 s, and the time slot was 0.1 s. 
Overall, 100 measurements were performed. 

For this topology, node A is the observation point, and the 
packets from 90 flows were collected.  Fig. 5 shows the results 
of the observation over the entire period. 
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Table 3. Link parameters of the connection-level traffic 
model. 

Link Bandwidth (Kbps) Latency (ms) 
D – P0 12000 20 

D – P1 to D – Pn Unif (50,120) 20 
Pi – clients 5000 10 

A – B 20000 20 
B – D 20000 20 

A – E to A – H 10000 20 
E – servers to H – servers 10000 Unif (10,100) 

 
 

Table 4. Topology parameters of the connection-level traf- 
fic model. 

Parameter Value 
Number of servers per E – H 10 

Number of nodes Pi 15 
Number of clients per Pi 6 

Mean ON time 0.5. 
Mean OFF time 0.5 

Pareto parameter α 1.2 
Burst Rate 200 k 
Packet size 15 
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Fig. 5.  TCP traffic in the connection-level traffic model. 
 

2. Measuring Burstiness by Using Adaptive Time-Slot 
Monitoring Mechanism 

By applying the adaptive time-slot monitoring mechanism, 
the size of the reference window and the size of the target 
window were initialized to the same value n × t.  Let n = 20, 
 t = 0.1, and the starting point of reference window Ws = 0.  
This study applied Fractalyse version 3.4.7 [14] to obtain  
the FDs.  The plots of the traffic data and their corresponding 
TFD are depicted in Figs. 6 and 7.  The plots of the range data 
and the corresponding RFD are shown in Figs. 8 and 9. 

The following two experiments are presented as examples 
to explain the function of the proposed mechanism based on  
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Fig. 6. Analysis of the TFD in the Pareto ON/OFF model with the dura-

tion of the time slots = 0.1 sec. 
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Fig. 7. Analysis of the TFD in the connection-level traffic model with the 

duration of the time slots = 0.1 sec. 
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Fig. 8. Analysis of the RFD in the Pareto ON/OFF model with the dura-

tion of the time slots = 0.1 sec. 
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Fig. 9. Analysis of the RFD in the connection-level traffic model with the 

duration of the time slots = 0.1 sec. 
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Fig. 10. In the Pareto ON/OFF model, the duration of the time slot in the 

next target window is increased if no bursty TCP traffic is de-
tected. 

 
 

the FDs.  The first experiment demonstrated a situation in 
which bursty traffic was undetected; therefore, the system 
increased the duration of the time slot in the next target win-
dow as depicted in Fig. 1(b).  The second experiment shows 
cases in which bursty traffic exists.  Upon detection of bursty 
traffic, the system reset the duration of the time slot in the next 
target window as shown in Fig. 1(c). 

Experiment 1. Non-Bursty TCP Traffic 

In a situation where bursty traffic is undetected, assume 
thresholdtraffic = 2 and thresholdrange = 2. 

With the Pareto ON/OFF model, the difference of the TFD 
between the first reference window (Period #1 in Fig. 6) and 
the first target window (Period #2 in Fig. 6) is ∆TFD = 0.1629.  
The difference of the FDrange between the first reference win-
dow (Period #1 in Fig. 8) and the first target window (Period 
#2 in Fig. 8) is ∆RFD = 0.1852.  Because either TFD or 
RFD does not satisfy the conditions expressed in (7), the  
new duration of the time slot for the next target window is  
tnew = tcurrent + t = 0.2.  The adjustment is depicted in Fig. 10. 

In the connection-level traffic model, the difference of  
the TFD between the first reference window (Period #1 in  
Fig. 7) and the first target window (Period #2 in Fig. 7) is 
∆TFD = 1.0534.  The difference of the RFD between the first 
reference window (Period #1 in Fig. 9) and the first target 
window (Period #2 in Fig. 9) is ∆RFD = 1.7134.  Again, nei-
ther TFD nor RFD satisfy the conditions expressed in (7).  The 
new duration of the time slot for the next target window should 
be tnew = tcurrent + t = 0.2.  The adjustment is shown in Fig. 11. 

Experiment 2. Bursty TCP Traffic 

In a situation where bursty traffic exists, let thresholdtraffic = 
0.1 and thresholdrange = 0.1. 

In the Pareto ON/OFF model, ∆TFD = 0.1629, ∆RFD = 
0.1852, and both conditions in (8) are satisfied.  The new 
duration of the time slot for the next target window was reset  

0

100000

200000

300000

400000

500000

600000

700000

800000

900000

1000000

1100000

1200000

Time (sec)

K
bi

ts
/s

ec

0 101 2 3 4 6 8

New target window.
Size is 20 × 0.2 = 4 (sec)

Previous target
windows.
Size is 20 × 0.1 = 2 (sec)

Previous reference
window.
Size is 20 × 0.1 = 2 (sec)

Previous reference
window.
t = 0.1 (sec)

Previous target
window.
t = 0.1 (sec)

tnew = 0.2 (sec)

 
Fig. 11. In the connection-level traffic model, the duration of the time 

slot in the next target window is increased if no bursty TCP 
traffic is detected. 
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Fig. 12. When a bursty TCP traffic is detected in the Pareto ON/OFF 

model, reset the duration of the time slot in the next target win-
dow. 
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Fig. 13. When a bursty TCP traffic is detected in the connection-level 

traffic model, reset the duration of the time slot in the next tar-
get window. 
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to the initial value (i.e., tnew = t = 0.1).  The adjustment is 
shown in Fig. 12. 

In the connection-level traffic model, ∆TFD = 1.0534, 
∆RFD = 1.7134, and both conditions in (8) are satisfied.  The 
new duration of the time slot for the next target window was 
reset to the initial value, tnew = t = 0.1.  The adjustment is pre-
sented in Fig. 13. 

3. Analysis of the Experimental Results 

This experiment considered the number of time slots during 
the entire observation period to compare the results obtained 
with and without the adaptive time-slot monitoring mecha-
nism. 

Experiment 1 emphasized a situation where non-bursty 
traffic was detected during an observation period of 8 s as 
shown in Figs. 10 and 11.  When using the adaptive time-slot 
monitoring mechanism, the duration of time slots increased 
after the first comparison.  The number of time slots required 
during the period of observation for both models was 
4 0.1 4 0.2 60.+ =   In contrast, when the adaptive time-slot 
monitoring mechanism was not used, the number of time slots 
required for both models became 8 0.1 80.=   The results 
clearly demonstrate the ability of the adaptive time-slot moni- 
toring mechanism in reducing the number of monitoring op-
erations. 

Experiment 2 emphasized situations where bursty traffic 
could appear.  When using the adaptive time-slot monitoring 
mechanism, upon the detection of bursty traffic, the duration 
of time slots was set to the default value for the following 
target window.  For an observation period of 6 s, the number  
of time slots required was 6 0.1 60=  with or without apply-
ing the adaptive time-slot monitoring mechanism.  This result 
neither reduced nor increased the overhead of traffic moni-
toring. 

Table 5 presents the numbers of time slots in both experi-
ments.  The results indicated that increasing the duration of  
the time slots requires fewer number of time slots to obtain 
samples of network data, thereby incurring less computational 
overhead. 

Burstiness is related to network traffic behavior, which is 
characterized by flow variation and flow dispersion.  In this 
study, to obtain the relationship between the network traffic 
and the TFDs, the standard Pearson method was chosen to 
compute their correlation.  The correlation values represent 
how the differential of the FDs react when detecting bursty 
traffic; this only requires considering Experiment 2.  In the 
Pareto ON/OFF model, the Pearson correlation value is 
0.858095, and in the connection-level traffic model, the Pear- 
son correlation is value 0.987001.  Both correlations show the 
relationships are strong and positive, which explains how 
burstiness detection can be conducted by measuring the flow 
variation of network traffic. 

To obtain the relationship between the flows and the RFDs, 
the standard Pearson method was chosen to compute the cor-
relation.  In the Pareto ON/OFF model, the Pearson correlation  

Table 5. The number of slots in the observation time of 8 
sec. and 6 sec. for monitoring (i) without the 
adaptive time-slot monitoring mechanism and (ii) 
with the adaptive time-slot monitoring mecha-
nism. 

The number of slots in  
experiment 1 

The number of slots in  
experiment 2 

(i) (ii) (i) (ii) 

80 60 60 60 

 
 
value is 0.366558, and the relationship is medium and posi- 
tive.  In the connection-level traffic model, the Pearson cor-
relation value is 0.551530, and the relationship is strong and 
positive, which explains how burstiness detection can be 
conducted by measuring the dispersion of flows. 

V. CONCLUSION 

This study presented a novel approach to measuring bursty 
network traffic based on FDs.  Two FDs, TFD and RFD, were 
proposed and detailed.  The experimental results based on 
simulated network traffic demonstrate the effectiveness of  
the proposed method in measuring bursty traffic.  By applying 
the adaptive time-slot monitoring mechanism, the proposed 
method was also able to reduce the frequency of traffic prob-
ing operations, thereby lowering the overall cost of network 
monitoring. 
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