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ABSTRACT

Fundamental flow characteristics in the surf zone of spilling (SP) and plunging (PL) breakers are compared using a well-validated numerical model named COBRAS. The main objective is to investigate how beach slope affects flow characteristics (streamline topography, vorticity evolution processes, TKE dynamics and reverse flow) in the surf zone of plunging (PL) and spilling (SP) breakers. The major results are of four categories: (1) the streamline topology of PL waves is mostly similar to that of SP. For both types of breaker, a convergent stagnation point (CSP) always appears in the offshore direction after the generation of a divergent stagnation point (DSP). The location of a DSP is generally underneath the front face of wave crest. Both DSP and CSP move to the inner surf zone following wave propagation. (2) the main difference of vortices evolution is that clockwise (CW) vortices after wave breaking are stronger for PL waves but mild for SP waves. The CW vortices of SP decay upstream directly but those of PL waves advect toward the bottom slope and then degenerate upstream. (3) The TKE generated by PL waves is much larger than that generated by SP waves. The distributions of generated TKE values of SP and PL waves are similar to the corresponding vortex motions. (4) The maximum magnitude of reverse flow in surf-zone of PL waves is around 1.4 times that of SP waves.

I. INTRODUCTION

Understanding the hydrodynamics of breaking waves in surf zone is of fundamental importance since the flow motions induced by wave breaking enhance turbulence and vorticity generation, which are highly related to nearshore sediment transport and beach morphology (e.g. Battjes, 1988; Christensen et al., 2002; Longo et al., 2002; Shin and Cox, 2006; Sou and Yeh, 2011). Battjes (1974) suggested a surf similarity parameter (SSP) for defining a breaking type:

$$\xi = \log \frac{\tan \beta}{\sqrt{H_0 / L_0}} = \begin{cases} < 0.5 & \text{(SP)} \\ 0.5 \sim 3.3 & \text{(PL)} \\ > 3.3 & \text{(SU)} \end{cases}$$

where SP, PL and SU denotes spilling, plunging and surging breaking waves, respectively; \( \tan \beta \) is the beach slope, and \( H_0 \) and \( L_0 \) are the offshore wave height and wavelength in deep water, respectively. In general, PL and SP are believed to be the two dominant breakers in most surf zones (Battjes, 1988; Dean and Dalrymple, 1991; Bradford, 2000; Feng and Stansby, 2005). A visible difference between PL and SP is the incipient stage when the wave breaks: SP commences within a small region nearby wave crest where white foam with nearly symmetric cap is observed; whereas PL has a wave crest whose front curls into a free jet that plunges into the sea surface and subsequently forms splash-up. Both PL and SP ultimately degenerate into relatively small-scale turbulent bores that propagate onshore.

The flow characteristics of PL and SP have been extensively investigated both experimentally and numerically in literature. Popular flow visualization approaches in a laboratory are Particle Image Velocimetry (PIV) (e.g. Chang and Liu, 1999; Kimmoun and Branger, 2007; Huang et al., 2009a, 2009b, 2009c; Sou et al., 2010), Laser Doppler Velocimetry (LDV) (e.g. Nadaoka et al., 1989; Feng and Stansby, 2005), and Fiber-optic Laser Doppler Velocimetry (FLDV) (e.g. Ting and Kirby, 1994, 1995, 1996). However, laboratory approaches have certain limitations. For instance, traditional PIV and LDV cannot resolve flow behaviors within a highly aerated region near a wave crest mainly due to the presence of foam and bubbles generated by breaking waves (e.g. Chang and Liu, 1998; Huang et al., 2009a, 2009b). Furthermore, PIV and LDV implementations have scaling and observational diffi-
cultures. Many experimental trials must be conducted to obtain spatially integrated flow fields. Certain flow regions where the velocity gradients are extremely chaotic and vary severely in time, such as the swash zone, may not be easily observed (e.g. Sou and Yeh, 2011). Traditional LDV can be used to measure the spatial flow structures under breaking wave conditions under the assumption that the target velocity fields vary slowly (e.g. Feng and Stansby, 2005). Such an assumption is not always valid because the flow motions after wave breaking may either be severe or time-dependent. In addition, traditional LDV and FLDV cannot be used to directly compute instantaneous spatial gradients; the corresponding turbulence production and dissipation terms are therefore unavailable. Alternatively, Navier-Stokes equation-type numerical models together with a sophisticated turbulence closure solver are powerful to this topic. The flow motions after wave breaking are allowed to be fully computed and observed (e.g. Bradford, 2000; Liu and Losada, 2002; Christensen, 2006; Lubin et al., 2006).

In this paper, a well-validated Reynolds-Averaged Navier-Stokes (RANS) model, called “Cornell Breaking And Structure (COBRAS),” is applied to investigate the fundamental flow characteristics in the surf zone of PL and SP (for model details see Chap. 2). The main objective is to investigate how the shoreline slope affects the flow characteristics of PL and SP. Numerical experiments are carefully performed to study (1) the streamline topography in a breaking wave circle, (2) vorticity generation/evolution processes and the vorticity structures after wave breaking, (3) TKE generation/dissipation and (4) vertical profile of horizontal velocity of reverse flow during run-down phases. It should be noted that detailed descriptions of streamline topography and vorticity structure under wave breaking conditions are still limited in literature. We also explain the difference between laboratory work of Feng and Stansby (2005) and our numerical results. Chapter 2 validates the COBRAS model by reproducing the spilling breaker experiment of Huang et al. (2009b). Laboratory data of an identical experiment reported by Huang et al. (2009b) and Huang (2010) are also compared. Chapter 3 describes a set of numerical investigations of flow characteristics in a surf zone subjected to SP and PL waves. Hydrodynamic discrepancies are discussed in detail. Chapter 4 concludes this paper.

II. DESCRIPTION AND VALIDATION OF COBRAS MODEL

1. Numerical Model Background

The COBRAS model solves two-dimensional RANS equations using a finite difference two-step projection method. The nonlinear turbulence $k - \epsilon$ closure model is employed to compute the TKE and the free surface deformation is tracked using the VOF method. The technique of partial cell treatment with an openness coefficient is used to treat obstacle as a special case of the flow with an infinite density. The zero-stress and zero-pressure conditions are applied to the mean free surface for neglecting the air-flow interaction. The computational mesh can be a multi-grid system, allowing a region of interest/unimportance to be discretized using finer/courser meshes. The model details were given in numerous studies (e.g. Lin and Liu, 1998a, 1998b; Losada et al., 2008; Hsiao and Lin, 2010; Wu et al., 2012; Wu and Hsiao, 2013; Wu et al., 2014) and thus not repeated here.

2. Experimental and Numerical Conditions

Huang et al. (2009a), Huang et al. (2009b) and Huang (2010) performed an identical experiment to systematically and quantitatively investigate the free surface evolutions and velocity fields (Huang et al., 2009b), turbulence generation and evolution (Huang et al., 2009a, 2009b) and streamline topography (Huang, 2010) in a laboratory surf zone under SP conditions using PIV. The complete laboratory description can be found in Huang (2010). According to Huang et al. (2009a), a monochromatic water-wave train was generated to propagate offshore. The wave became SP on a 1:20 (tan $\beta = 1/20$) uniform slope. The offshore water depth $h_o$ was 0.359 m, the offshore wave height $H_o$ was 0.03 m, the wave period $T$ was 1.0 s, the offshore wave length $L$ was 1.56 m (computed using the dispersion relationship of linear wave theory), the breaking wave height $H_b$ was 0.0364 m, and the breaking wave depth $h_b$ was 0.048 m. The flow quantities in the surf zone were obtained by overlapping 7 individual fields of view (FOVs). The experimental conditions indicate that SSP = 0.36, which agrees with the value predicted by Eq. (1).

Fig. 1 shows the setup of the present computational domain, where $x$ and $z$ are defined as the abscissa and ordinate starting from the point where the wave breaks, respectively. A 2D wave flume with length $x = 24.0$ m and depth $z = 0.4$ m was numerically created to reproduce the experiment of Huang et al. (2009b). An impermeable beach with a uniform slope of 1:20 was built starting at $x = 16.7$ m. The computational mesh was discretized with two non-uniform meshes in the x-direction applied in front of $(\Delta x = 0.01)$ m and behind $(\Delta x = 0.005)$ m the toe of the sloping beach, and one uniform mesh in the z-direction $(\Delta z = 0.0025)$ m applied throughout the vertical domain. A total of $3132 \times 162$ computational cells were generated. Preliminary tests were performed to ensure that the numerical results are grid independent. The Courant number was defined as 0.3 for all simulations. Stokes second-order
wave trains were chosen based on the incident wave conditions (Dean and Dalrymple, 1991), sent from the left boundary into the computational domain. A simulation was executed for 40 wave periods to reach a quasi steady-state of wave deformation. For the $k - \varepsilon$ model, the coefficients suggested by Lin and Liu (1998a; 1998b) were adopted. The interaction between air and fluid was neglected. No-slip boundary conditions and partial cell treatment were applied at the solid surfaces.

3. Comparison of Free Surface and Spatial Snapshots

Fig. 2 shows surface elevations obtained at three important locations (i.e. the reference point, the breaking point and the post breaking in FOV4) using the numerical results and the data of Huang et al. (2009b). Good agreements for wave phases and wave deformations (tracked wave is denoted by arrows in Fig. 2) were observed, suggesting that the numerical results are reliable. Fig. 3 presents overall agreements of typical stages of spatial wave evolutions (i.e. wave shoaling, wave breaking, bore formation and bore run-up) between numerical results and Huang et al. (2009b). It can be seen that COBRAS model exhibits a good capability for capturing the location and phase of wave breaking (Figs. 3(a) and (b)) as well as the subsequent run-up motion of a turbulent bore (Figs. 3(c)-(e)). These numerical contours thereby supplement the laboratory data. The blue circles shown in Fig. 3 represent the spatial envelopes of free surface within aerated regions in the laboratory; however, the corresponding velocity fields are absent because of the presence of air-bubbles (will be shown in Fig. 4). The wave phase speed during the wave run-up stage is slightly slower than that in the experimental data (Figs. 3(d) and 3(e)). Similar results were also found in Jiang et al. (2011). The overall agreements suggest that the COBRAS model is reliable.

4. Comparison of Velocity Fields

Fig. 4 compares the corresponding velocity fields of Fig. 3 obtained from the laboratory data of Huang et al. (2009b) and those obtained using the COBRAS model. At $t/T = 1/10$, the computed wave crest moves faster than that from the laboratory data. The computed results give a maximum velocity near the wave crest of 0.95 m/s. The numerically obtained velocities of 0.2–0.25 m/s (denoted by the yellow region) are broader than those measured in experiments. Interestingly, a region exists right below the wave crest ($x = 160$ mm) where the velocities are low. The magnitudes of velocities are nearly of the same order, but their directions are opposite, which is employed by Zhang and Liu (2008) and Hsiao and Lin (2010) to qualitatively examine entrapped air phenomena under turbulent bores. The numerical contours with various values of $\theta$ show that a transient and typical spilling phase with a “white cap” (also shown by blue circles for laboratory data) being generated and stretched upstream (Figs. 3(b)-(d)). These numerical contours thereby supplement the laboratory data. The blue circles shown in Fig. 3 represent the spatial envelopes of free surface within aerated regions in the laboratory; however, the corresponding velocity fields are absent because of the presence of air-bubbles (will be shown in Fig. 4). The wave phase speed during the wave run-up stage is slightly slower than that in the experimental data (Figs. 3(d) and 3(e)). Similar results were also found in Jiang et al. (2011). The overall agreements suggest that the COBRAS model is reliable.
due to the interaction between onshore waves and reverse flows of previous breaking waves. Note that such flow motions contribute to the formation of a stagnation point, at which the fluid velocity approaches zero (see Chapter 3). After the waves approach inland, the low-speed region shown at $t/T = 1/10$ gradually becomes larger and moves upstream (Figs. 4(b) and (c)). The computed velocities within the wave crest are on the order of $O(0.5)$ m/s, for which the laboratory data are lacking (Figs. 4(b) and (c)). During $t/T = 7/10$ to $t/T = 9/10$, the numerical results indicate that the high-speed region of the wave crest becomes concentrated in a small region near the wave crest where the velocity magnitude is $O(0.6)$ m/s. The low-speed regions below and behind the wave crest gradually merge, showing behavior similar to that exhibited by the laboratory data. Overall, the COBRAS model has good agreement with the laboratory data, and provides certain velocity fields for which experimental measurements are infeasible.

5. Comparison of Velocity Profiles in the Surf Zone

Fig. 5 compares a sequence of vertical velocity distributions under crest phase in the surf zone obtained from the laboratory data of Huang (2010) and the numerical results, which were normalized by $\sqrt{gh}$. Overall agreements were found. At $t/T = 0/10$ and $t/T = 2/10$, the horizontal velocities are quite uniform; the velocities increase with decreasing water depth. However, in the inner surf zone, there is a considerable increase in the velocity gradients, explaining why the low-speed regions move upstream following wave propagation (see Figs. 4(c)-(e)). Such a phenomenon also implies a high possibility of vorticity generation due to strong velocity gradients (discussed in Chap. 3). At $t/T = 3/10$–$9/10$ strong velocities are observed near the wave crest.
Despite the agreements given in Fig. 5, the laboratory velocities near the bottom are stronger than those predicted by the numerical results. It can be explained using Stokes boundary layer theory that the boundary layer thickness is estimated by \( \delta = \sqrt{\nu T / \pi} = 0.56 \) (mm), where \( \nu \) is the kinematic viscosity of fresh water. The velocities within the boundary layer cannot be directly computed since the minimum mesh grid size in the vertical direction is \( \Delta z = 2.5 \) mm. Even though the no-slip boundary conditions are applied at solid boundaries and a logarithmic-law profile is assumed, the effects of the boundary layer cannot be fully resolved in the computation. Nonetheless, the overall agreements suggest that COBRAS is capable of capturing most of the velocity gradients in the surf zone.

6. Comparison of TKE

Fig. 6 compares the ensemble-time-averaged TKE at \( x = 270 \) mm and \( h/h_b = 0.7 \), where the computed TKE values are normalized by the Froude scale. Laboratory data from literature are included for comparison. This figure indicates that the results obtained using the COBRAS model are on the same order of magnitude as those given in the literature. Quantitatively, the numerical TKE values exhibit a trend similar to those of previously reported data. The computed TKE value is around 0.059 under the wave trough, increases to 0.11 (between the mean trough and the surface elevation levels), and then decreases to 0.05 near the wave crest. The numerical results for \( (z + d) / h \) values below 0.2 show excellent agreements (maximum error of 15%) with data reported by Stive (1980), Ting and Kirby (1994), and Huang et al. (2009a). For \( (z + d) / h = 0.2 - 0.7 \), the numerical results are closest to the results reported by Okayasu (1989). The maximum differences at \( (z + d) / h = 0.9 \) and 1.2 between Huang et al. (2009a) and Okayasu (1989), and Huang et al. (2009a) and Govender et al. (2004) are 57% and 57%, respectively. Therefore, the COBRAS model is satisfactory for estimating TKE under SP conditions since the largest error for entire vertical positions is around 25% at \( (z + d) / h = 1.0 \) compared to the data of Huang et al. (2009b).

III. FLOW CHARACTERISTICS OF SP AND PL IN THE SURF ZONE

The previous chapter demonstrated that the COBRAS model is capable of simulating flow characteristics in the surf zone under SP-wave conditions. In this chapter, the COBRAS model is applied to simulate PL with the same wave conditions but a steeper beach slope (\( \tan \beta = 1/10 \)) is considered. All numerical parameters given in Chapter 2 remain the same. The corresponding SSP of PL is computed by 0.721, which agrees with the prediction obtained using Eq. (1). The main goal of this chapter is to study how the beach slope affects the flow characteristics in the surf zone under SP and PL conditions. The difference in streamline topology between the two types of breaker is first investigated. The generated vorticity patterns and the corresponding evolutions are discussed. The differences in vorticity structure after wave breaking are determined. The computed TKE and vertical profiles of horizontal velocities in the surf zones are also investigated.

1. Streamline Topography

The numbers and locations of “convergent stagnation point (CSP)” and “divergent stagnation point (DSP)” are a main concern when studying streamline topography. According to Feng and Stansby (2005), “…divergent (DSP) is used to describe flow away or divergent from the stagnation point, while convergent (CSP) describes flow towards or convergent on the stagnation point.” These definitions are used in the present study. Physically, the presence of DSPs/CSPs suggests that the fluid stream flows away/toward the stagnation point, resulting in passive particles being dispersed/congregated. Sou and Yeh (2011) pointed out that DSPs/CSPs are relevant to flow separation/attachment because of the difference of pressure gradients (discussed in Section 3.2).

Fig. 7 shows computed streamline topographies of SP (Fig. 7(a)), and PL (Fig. 7(b)), and the laboratory data of Huang (2010) (Fig. 7(c)). The blue and red arrows indicate the locations of DSPs and CSPs (only those along the sloping bottom are shown), respectively. The corresponding velocity fields are also presented via a color contour. It can be clearly seen that the numerical results agree well with those of Huang (2010) for the locations of DSPs/CSPs and the streamline topography under a SP condition. At \( u/T = 0/10 \), SP com-

Fig. 6. Comparison of Froude-scale-normalized TKE at \( x = 270 \) mm and \( h/h_b = 0.7 \).
Fig. 7. Comparison of computed streamline topography (black arrows) and velocity field (color contours) between (a) SP, (b) PL, and (c) Laboratory data of Huang (2010) (shown in Fig. 34 of Huang (2010)). Red and blue arrows indicate the locations of CSP and DSP near the sloping bottom, respectively. The colorbar has units of m/s.

mences and a DSP appears ahead of the wave crest, where the velocities are slower than that of the wave crest. The streamlines move vertically to a location near the wave crest, with streamlines belonging to the previous period’s waves around \( x = 550-740 \) mm being relatively curved. At \( t/T = 3/10 \), the streamlines near the front of the wave crest become inclined because the wave crest touches the still water; at the same time, a CSP appears behind the bore front and the streamlines go nearly vertical down to the slope bottom. When the wave moves to \( t/T = 4/10 \) and \( t/T = 5/10 \), the upper streamlines moving to a CSP change their angle from vertical to around 130 degrees counterclockwise; the streamlines also become separated comparing to that of \( t/T = 3/10 \). At \( t/T = 6/10 \) and \( t/T = 9/10 \), the waves move to the inner surf zone, and the velocity field adjacent to the wave crest decreases gradually and becomes concentrated in the front of the wave crest. The next cycle of wave breaking is presented by a DSP generated around \( x = 40 \) mm (Fig. 7(a6)). Interestingly, there are two “eye-shaped” streamlines generated at this stage, one close to a CSP and the other close to a DSP. However, these streamlines are not seen in the data of Huang (2010).
The streamline topography of PL exhibits behavior similar to that of SP at the early stage of wave breaking. A DSP forms underneath the wave crest and the streamlines starting from the DSP move vertically toward the plunging tongue. Noticeably, at $t/T = 3/25$, there is an “aerofoil-type” streamline generated around $x = 60–100$ mm, where flow circulations are formed and velocities are lower than that of wave crest. It is also observed that the aerofoil-type streamlines pass over the DSP and move upstream at $t/T = 4/25$. A third PL appears at $t/T = 11/25$ due to the regeneration of the aerofoil-type streamlines. The generated aerofoil-type streamlines caused by the first wave breaking increasingly large and move along the slope bottom to a low-speed region near the location of the CSP (Figs. 7(b3) and (b4)). When waves move to $t/T = 12/25$, the interaction of low regions around $x = 40–140$ mm starts and the CSP moves onshore (Fig. 7(b5)). The streamlines near $x = 40–140$ mm become irregular, the streamline pattern is counterclockwise around $x = 60–100$ mm but clockwise around $x = 100–140$ mm. At $t/T = 13/25$, the CSP moves back to its initial position at $t/T = 11/25$ after interaction in low-speed regions.

Overall, a CSP (along the sloping bottom) always appears in the offshore direction after the generation of a DSP. The location of a DSP is generally underneath the front face of wave crest. Both DSP and CSP move to the inner surf zone following wave propagation. Furthermore, the velocities of reverse flows ahead of the wave crest are 0.15–0.2 m/s for SP and 0.25–0.3 m/s for PL, suggesting that PL contribute a stronger flow moving shore comparing to that of SP in the surf zone. Particularly, our results partially disagree with the laboratory results of Feng and Stansby (2005). Firstly, in the initial breaker, there is no DSP close to a plunging roller; instead, it appears near the slope bottom. Furthermore, a CSP always appears on the bed. Our results show flow circulation when waves propagate inland, which agrees with the findings of Feng and Stansby (2005) for a weak PL. The discrepancies may be partly caused by the flow structures of Feng and Stansby (2005) being based on a slowly varying wave assumption used for converting their temporal data to a spatial representation.

2. Vorticity Generation, Evolution and Corresponding Flow Structures

Fig. 8 shows a comparison of vorticity generation and evolution between SP and PL. Vorticity $\omega$ is defined as

$$\omega = \frac{\partial w}{\partial x} - \frac{\partial u}{\partial z} \tag{2}$$

where $u$ and $w$ are the mean fluid velocities in the $x$ and $z$ directions, respectively. Note that negative and positive values indicate vortices in the clockwise (CW) and counterclockwise (CCW) directions, entering in/out of the paper, respectively. For SP, CW(-) vortices start within the front of the wave crest ($t/T = 0/10$) and gradually increase near the front of the wave crest ($t/T = 3/10$ and $t/T = 4/10$). At the same time, there are scattered CCW(+) vortices near the free surface. Noticeably, certain CW(-) and CCW(+) vortices appear within thin layers near the bottom slope ($t/T = 3/10$ and $t/T = 4/10$). It indicates that a flow stagnation point and a DSP exists, causing flow separation due to the negative pressure gradient (Sou and Yeh, 2011). At $t/T = 5/10$ to $t/T = 6/10$, the CW(-) vortices start to separate and degenerate toward the offshore direction through advection and diffusion. The computed results indicate that the CW(-) vortices decay from the wave crest in the offshore direction by around 75%.

The initial stage of vorticity generation of PL is similar to that of SP ($t/T = 1/25$), where the CW(-) vortices start within the front of the wave plunger, but the magnitude is higher. Scattered CCW(+) vortices appear near the free surface. However, the generated CW(-) vortices are strong after the wave plunges into the front fluid ($t/T = 3/25$). At $t/T = 3/25$ to $t/T = 5/25$, certain CW(-) vortices with a strong magnitude aggregate where turbulent bores form. At the same time, the bulk CCW(+) vortices behind the top of the bore front with values on the order of $O(20s^{-1})$ are also observed. In addition, certain CW(-) and CCW(+) vortices in the onshore and offshore directions appear within thin layers near the bottom slope, respectively, which were also observed for SP. When bores move from $t/T = 7/25$ to $t/T = 5/25$ CCW(+) vortices increase again within the bore fronts because a secondary wave break commences, while the CCW(+) vortices close to the slope bottom and CW(+)) vortices behind the bore front generated by the initial wave break start to decay upstream. At
Fig. 9. Sketch of vorticity structure. (a) SP and (b) PL. The dashed arrow indicates the direction where CW(-) vortices decay.

$t/T = 11/25$, the CW(-) vortices due to secondary wave breaking degenerate toward the slope bottom and then decay in the offshore direction, repeating a cycle caused by the first breaking waves.

The vorticity structures and corresponding streamline topographies at the initial stage of SP and PL are quite different. Fig. 9 shows the difference in the outer surf zone, in which the free surfaces in Figs. 9(b) and (c) are drawn based on the numerical results of Fig. 7a(a3) and Fig. 7b(b2), respectively. Note that the circles representing CW(-) and CCW(+) vortices are of qualitative sketches to show the differences in magnitude. Generally, there are three similarities of vorticity for SP and PL: (1) CW(-) vortices of higher magnitude exist near the wave crest, (2) scattered CCW(+) vortices with a relatively weak magnitude appear near the free surface, and (3) certain CCW(+) and CW(-) vortices coexist in the onshore direction and offshore directions, respectively. However, there are strong CCW(-) vortices generated at the bore front after wave breaking for PL, whereas none are observed for SP. It is also noted that opposite vortices near the bottom induce the formation of a stagnation point where DSPs form. Nevertheless, the resulting streamlines of SP and PL near the bore front exhibit different shapes since the strong CCW(-) vortices at the bore front of PL change the fluid direction, causing significant reversal flows compared to that of SP (compare by Figs. 7(a3) and 7(b2)). Another difference between SP and PL is that the CW(-) vortices of SP decay gradually in the offshore direction but CW(-) vortices of PL advect toward the bottom slope and then degenerate upstream. Such flow properties imply that PL may contribute to a wave-driven scour near the bottom.

3. TKE

Fig. 10 shows a comparison of TKE values between SP and PL. The intensities of SP and PL are drawn using an identical colorbar for comparison. For SP, the TKE is generated near the wave crest, with a maximum intensity of around 0.015 m$^2$/sec$^2$ ($\approx 0.038 \ C^2$), where $C = \sqrt{g(h + H)}$ is the propagation speed of a shallow water-wave. When the wave moves to $t/T = 3/10$ and $t/T = 4/10$, the TKE starts to overspread in the vicinity of the wave crest and to advect toward offshore. During this stage, the maximum TKE is around 0.058 m$^2$/sec$^2$ ($\approx 0.058 \ C^2$), increasing almost quadruply compared to that at $t/T = 0/10$. At $t/T = 5/10$, the higher TKE convexes toward the region of the white cap (see Fig. 3(c)) and then becomes concentrated in the front of the wave crest at $t/T = 6/10$. Note that at $t/T = 6/10$, the computed results suggest that the maximum
value of the front of the wave crest is around 0.048 m²/sec² (~0.108 C²), which is double that near the wave crest. At \( t/T = 9/10 \), the intensity decays to 0.032 m²/sec² (~0.065 C²).

The TKE intensity under PL-wave condition is relatively high (Fig. 10(b)). At \( t/T = 1/25 \), the wave breaking commences with an intensity of TKE of 0.032 m²/sec² (~0.065 C²). Noticeably, after the wave plunges into the front fluid, a maximum intensity of 0.21 m²/sec² (~0.89 C²) is observed at \( t/T = 3/25 \), which is over 4-fold higher than that of all maximum values under SP conditions. The TKE starts to advect toward the slope bottom at \( t/T = 4/25 \) and \( t/T = 5/25 \), exhibiting a similar behavior of vortex advection (Figs. 8(b3) and (b4)). Of note, at \( t/T = 7/25 \), the values of TKE between \( x = 135 \) to 190 mm approach zero and have a tendency towards upstream. A similar result was reported by Jiang et al. (2011). At \( t/T = 11/25 \), there exist two regions where the computed TKE values are almost zero due to secondary wave breaking.

Overall, for given wave conditions, the maximum TKE generated by PL is quadruple that generated by SP. The distributions of generated TKE values of SP and PL are similar to those of the corresponding vortices motions, which mirror a well-known phenomenon where turbulence generation always occurs following vortex generation. The TKE advects to the slope bottom for PL but is invisible for SP, which agrees with the results reported by Lubin et al. (2006).

4. Vertical Structure of Horizontal Velocity

The profiles of the horizontal velocity component over local water depths of SP and PL are shown in Fig. 11. Each number represents different phases of a 1/25 wave period (25 \( t/T = 1 \)), where the numbers of zeros of SP and PL start at the locations shown in Fig. 7(a3) at \( t/T = 3/10 \) (\( x = 390 \) mm; \( h = 2.85 \) cm) and Fig. 7(b1) at \( t/T = 2/25 \) (\( x = 60 \) mm; \( h = 3.00 \) cm), respectively. Fig. 11(a) shows that on the incipient wave breaking, the horizontal velocities near the wave crest increase considerably from 0.35 to 0.56 m/s compared to underneath the wave crest (\( t/T = 0/25 \), 1/25). In particular, at \( t/T = 7/25 \) the horizontal velocity near the bottom approaches zero, indicating that a stagnation point appears. Note that the horizontal velocities increase with decreasing water depth, explaining why the streamline topography curves have an angle (Fig. 7(a3)). Fig. 11(a2) shows a close-up view of the reverse flow during the run-down phases. The horizontal velocities underneath the wave crest increase (toward the offshore direction) mainly due to the presence of reverse flow caused by wave run-down. However, the gravitational effects dominate.
the increase (toward the offshore direction) of velocity in the following stages. The horizontal velocities eventually increase again due to the interaction of subsequent breaking waves \((t/T = 23/25 \text{ to } 24)\). Note that the horizontal velocities decrease with decreasing water depth and the magnitude of reverse flows could increase up to \(-0.18 \text{ m/s}\). Fig. 11(b) shows that the deformation of horizontal velocity of PL is relatively severe compared to that of SP \((t/T = 0/25 \text{ to } 3)\), which is caused by the strong reverse flows under a plunging wave (see Fig. 9(c)). It is also observed that the velocity gradient underneath the wave crest changes from \(\partial u / \partial z < 0\) to \(\partial u / \partial z > 0\) \((t/T = 1/25, 2)\), which indicates that the CW(-) vortices near bottom change to CCW(+) vortices. A similar observation was reported by Sou and Yeh (2011). The stage at \(t/T = 9/25\) suggests that a stagnation point exists; the velocity and associated gradient \(\partial u / \partial z\) almost vanish. Interestingly, Fig. 11(b2) shows a different phenomenon of reverse flow compared to that of SP. The velocity increases (toward the offshore direction) with decreasing water depth (below \(z = -20 \text{ mm}\)) but is relatively uniform underneath the wave trough (above \(z = -20 \text{ mm}\)). The magnitude of reverse flows increases up to \(-0.25 \text{ m/s}\), which is around 1.4 times that of SP.

IV. CONCLUSION

The flow characteristics of spilling (SP) and plunging (PL) breakers in the surf zone were investigated using a Reynolds-averaged Navier-Stokes numerical model, COBRAS. The model simulation capability was validated by reproducing the spilling breaker experiment of Huang et al. (2009a). The good agreements between computed results and laboratory data indicate that the COBRAS model is capable of simulating flow characteristics in the surf zone under SP conditions. The effect of the beach slope on the flow characteristics in the surf zone of PL and SP under given wave conditions was investigated. The numerical results suggest the following main differences between SP and PL:

1. The streamline topography of PL is mostly similar to that of SP. For both types of breaker, a CSP always appears in the offshore direction after the generation of a DSP. The location of a DSP is generally underneath the front face of wave crest. Both DSP and CSP move to the inner surf zone following wave propagation.

2. The present numerical results of streamline topography partially disagree with those obtained by Feng and Stansby (2005). The discrepancies may be partly due to the flow structures of Feng and Stansby (2005) being based on a slowly varying wave assumption used for converting their temporal data to spatial representation.

3. The main difference of vortices is that CW(-) vortices after wave breaking are stronger for PL but mild for SP. The CW(+) vortices of SP decay upstream directly but those of PL advect toward the bottom slope and then degenerate upstream.

4. The TKE generated by PL is much larger than that generated by SP. The distributions of generated TKE values of SP and PL are similar to the corresponding vortex motions. The TKE generated by PL advects to the slope bottom for PL but is invisible for SP.

5. The main difference in reverse flow during run-down phases is that the horizontal velocities in the z-direction decrease with decreasing water depth for SP, whereas they increase for PL. The maximum magnitude of reverse flow of PL is around 1.4 times that of SP.
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