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II. MODELING AND OPTIMIZATION 
APPROACH 

1. Sequential Approximation Method 

1) Model Representation 

A combinatorial optimization problem can be formulated as 

 Maximum ( )M X  

subjected to 

 ( 0jg X ) , 1, , gj n �!      1bg X  ,  (1) 1, , bb  �! n

where M(X): objective function of discrete variable vector X, 

and 1 2

t

j DX X , X , , X , , X   � ! � !.  Each element of X  

belongs to an individual solution set, i.e., iX   

 ,1 ,2 ,3 ,, , , , 1, 2, 3, ,i i i i mDX X X X i D � ! � ! 

 (jg X ) : inequality constraint 

  bg X : “pass-fail” binary constraints 

The feasible domain of the optimization model in (1) can be 
simulated using a few representative data to form the ap-
proximated model as 

 Maximum M(X) 

subjected to 

 1)X(NN   (2) 

where the binary constraint ( ) 1NN X   approximates the 

feasible domain.  If ( ) 1NN X  , the discrete point X is feasi-

ble; and if ( ) 0NN X  , the discrete point X is infeasible.  The 

discrete variable constraints are embedded in the format of the 
input nodes of the neural network.  Throughout this report, the 
optimization model will be denoted as Mreal, and the ap-
proximate model will be denoted as MNN. 

2) Structure of Proposed Method 

The basic idea of sequential approximation methods is to 
use a simple sub-problem to approximate the hard and exact 
problem.  In this method, to predict the relationship between 
the pertinent variables and the objective function, some ex-
periments have first been designed through orthogonal arrays, 
since this procedure can systematically reduce the number of 
experiments required.  A back-propagation neural network is 
then applied to search for the optimum design of a tilt angle for 
modules.  In the training process, sequential neural-network  
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Fig. 1.  Flow chart of algorithm. 

 
 

approximation (SNA) is trained to simulate a rough map of the 
feasible domain formed by the constraints using a few repre-
sentative training data.  In the searching process, when a new 
design point is obtained which has a better performance with 
respect to the corresponding objectives, the point is checked 
against the true constraints to see whether it is feasible, and is 
then added to the training set.  The neural network is then 
trained again with this added information to have a better si- 
mulation for the boundary of the feasible domain of the true 
optimization problem; thus the searching process continues to 
seek other “new design points” with this new approximate 
feasible domain as well.  These processes continue in an itera-
tive manner until the approximate model insists on the same 
design point in consecutive iterations. 

Fig. 1 outlines the sequential approximation method using 

neural networks.  The initial training data  0X , with at least 

one feasible point was given.  A back-propagation neural 
network was trained to simulate a rough map of the feasible 
domain to form the initial optimization model MNN.  Starting 

from the lowest objective value 0
bX  among the feasible solu-

tions, a search algorithm was used to search for the solution 
G
bX  of MNN in the G-th iteration.  This solution G

bX  is then 

evaluated to determine whether it is feasible in Mreal, and 

whether G
bX  = 1G

bX  .  If not, this new solution point G
bX  is 

added to the training solution  X , and the neural network is 

trained again with the updated data solution.  Then a search is 
begun for the solution in the updated MNN again by using  
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{
X = input variable vector    φ ν, t = bias, w,    = weight
γ = number of neuron in hidden layer, f = transfer function, 
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Fig. 2.  Architecture of neural network. 

 

 
G
bX as the starting solution if G

bX  is feasible.  With an increasing 

number of training solutions, it is expected that the feasible 
domain simulated by the neural network in MNN will approach 
that of the exact model Mreal. 

3) Training Neural Network 

Fig. 2 shows the architecture of the three-layer network.  
Each neuron in the input layer had a value of 1 or 0 to repre-
sent the discrete value corresponding to each variable.  There 
was only a single neuron in the output layer to represent the 
feasibility or infeasibility of this design point.  The number of 
neurons in the hidden layer depends on the number of vari-
ables in the input layer.  The transfer functions used in the 
hidden and output layer of the network were log-sigmoid 
functions.  The value of the neuron in the output layer had a 
range of [0, 1].  According to Chang et al. (2007) and Low et al. 
(2009), as the threshold of the neuron was set to 0.25, opera-
tion parameters of PEMFC was meaningful on output voltage.  
After the training was completed, the threshold of 0.25 was 
applied to the output layer in the boundary of the feasible 
domain.  In other words, when given a discrete design point in 
the search domain, the network always output 0 or 1, which 
indicated feasibility or infeasibility of the design point. 

4) Searching in Feasible Domain 

Fig. 3 shows the flow chart of this discrete search algorithm, 
which begins from a feasible design point.  If a new design 
solution from the previous iteration was feasible in Mreal, it 
was used as the next solution in the current search.  If a new 
design solution was infeasible in Mreal, the other solution used 
in the previous iteration was used again in the current search.  
As discussed earlier, there must be at least one feasible design 
point in the solution of initial training points in order that the 
algorithm can execute from a feasible design solution. 

5) Restart Strategy 

To ensure that a solution had a better chance to reach an  
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Fig. 3.  Flowchart of search steps. 

 
 

optimum in the searching process, the searching process was 

restarted from another feasible point in  0X , which had the 

second lowest objective value.  The searching process was 

terminated when either all points in  0X  was feasible or the 

same design point was obtained in two consecutive iterations.  
Finally, the feasible design point with the lowest objective 
value in  X  was the optimum solution. 

6) Orthogonal Arrays 

The primary advantage of t orthogonal arrays is to enhance 
realization of the characteristics of the parameters.  For a given 
set of variables, all states of other variables should exist by an 
equal number of times.  This situation constituted a balanced 
experiment and permitted the objective function of one vari-
able under study to be separable from the objective function of 
other variables.  The result was that the findings of the ex-
periment were reproducible.  An additional advantage of or-
thogonal arrays was efficiency.  Although balanced, the design 
of orthogonal arrays did not require that all combinations were 
tested.  Therefore, the experimental matrix can be reduced 
without losing any vital information. 

Table 1 shows an L27 (3
6) orthogonal array that can deal 

with four variables in three states under nine experimental 
conditions.  “Orthogonal” means to balance and not to mix.  In 
the context of experimental matrices, the term means statisti-
cally independent.  From Table 1, it can be easily observed that 
each state had an equal number of manifestations within each 
column.  Concerning about statistical independence, this idea 
of balance goes farther than meaning simply an equal number 
of variables within each column. 
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Table 1.  L27 (3
6) orthogonal array. 

Exp. X1 X2 X3 X4 X5 X6 

1 1 1 1 1 1 1 

2 1 1 1 1 2 2 

3 1 1 1 1 3 3 

4 1 2 2 2 1 1 

5 1 2 2 2 2 2 

6 1 2 2 2 3 3 

7 1 3 3 3 1 1 

8 1 3 3 3 2 2 

9 1 3 3 3 3 3 

10 2 1 2 3 1 2 

11 2 1 2 3 2 3 

12 2 1 2 3 3 1 

13 2 2 3 1 1 2 

14 2 2 3 1 2 3 

15 2 2 3 1 3 1 

16 2 3 1 2 1 2 

17 2 3 1 2 2 3 

18 2 3 1 2 3 1 

19 3 1 3 2 1 3 

20 3 1 3 2 2 1 

21 3 1 3 2 3 2 

22 3 2 1 3 1 3 

23 3 2 1 3 2 1 

24 3 2 1 3 3 2 

25 3 3 2 1 1 3 

26 3 3 2 1 2 1 

27 3 3 2 1 3 2 

 

2. Response Surface Methodology  

Response Surface Methodology (RSM), a collection of ma- 
thematical and statistical technique, is useful for developing, 
improving, and optimizing processes; and it can be used to 
evaluate the relative significance of several affecting factors 
even in the presence of complex interactions.  Applications of 
RSM can be found in chemical, engineering and clinical sci-
ences.  Nevertheless, it does not seem to be an established code 
of practice for the automated application of RSM in the field 
of simulation optimization (Dong’an et al., 2007). 

A second-order model is commonly used for the multidis-
ciplinary design in RSM.  In general, the response model can 
be expressed as follows: 

 2

1 1

k k
Y X X Xi i ii ij ji io

i i i j
X      

  
     (3) 

where Y is the response variable, X is the independent variable, 
 is the reaction of the observed noise or error, and 

, , ,o i ii ij     are coefficients of the second-order regression 

equation.  Fig. 4 show experimental flowchart using RSM. 
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Fig. 4.  Experimental flowchart using RSM. 
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Fig. 5.  PEMFC principle. 

 

III. SYSTEM UNDER STUDY 

Fig. 5 shows the operating principle of PEMFC.  Proton 
exchange membrane was used as a single cell fuel cell, of 
which the structure was divided into seven layers in the ex-
periments.  The observation sequence are as follows: first the 
anode terminal, then the anode gas flow channel, the anode 
gas diffusion layer and the anode catalyst layer, the proton 
exchange membrane, the cathode catalyst layer, the cathode 
gas diffusion layer and the cathode gas flow channel.  Usually, 
a five-layer membrane electrode assembly MEA includes an  
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Fig. 6.  Performance test equipment of PEMFC. 

 
 

 
 

Fig. 7.  Bipolar plate in a FC. Fig. 8.  FC flow channel plate with gas hole.

 
 

anode gas diffusion layer order anode catalyst layer, proton 
exchange membrane, the cathode catalyst layer and the cath-
ode gas diffusion layer. 

Performance test equipment of PEMFC was used in this study; 
its control module includes the following five components: 
temperature and humidifier control modules, gas supply equip- 
ment, electronic load, and flow control system, as shown in 
Fig. 6.  The experiment was conducted on a test platform manu- 
factured by the Beam Associate Co., Ltd.  Electrical parameters 
were as follows: the maximum power is 600 W; maximum 
current upper limit is 80 A and maximum voltage upper limit 
is 8 V.  Test gas is hydrogen in anode; the cathode contains two 
different gases: oxygen and air.  This set of experimental test 
platform was suitable for fuel single battery and fuel cell stack.  
The major components of test platform were as follows: the 
supply of in reaction gases, gas humidifier and sensors, tem-
perature control modules for battery and the electronic load 
system.  Test platform also connected to a computer and the 
test data will be stored into the computers through the con-
nection transmission system. 

Bipolar plate in an FC stack that acts as an anode for one 
cell and a cathode for the adjacent cell is shown in Fig. 7.  The 
plate may be made of metal or conductive polymer which may 
be a carbon-filled composite.  The plate usually incorporates 
flow channels for the fluid feeds and may also contain con- 
duits for heat transfer.  The thickness of the graphite will affect 
FC performance.  If it is too thin, it will be easily broken.  On 
the contrary, if it is too thick, it will reduce performance.  
Therefore, the thickness of plate should be selected properly.  
Fig. 8 shows an FC flow channel plate with gas holes.  The 

plates used in this study had an additional gas hole in the flow 
channel plate of the fuel.  Therefore, the flow channel of the 
bipolar panel opens another hole to allow flowing not only 
from the inlet port for the reaction gas, but also from the 
middle of the channel input.  It reduces the concentration 
variation of the reaction gas at different locations, improve the 
performance of the reaction discharge. 

IV. OPTIMAL DESIGN OF OPERATION 
PARAMETERS ON PEMFC 

PEMFC possesses the merits of high efficiency of energy 
conversion, low operating temperature, and no pollution.  It uses 
a solid polymer membrane as the electrolyte for cell reaction, 
and the ions conductivity were enhanced through the control 
of proper operation temperature and humidification.  As the 
output current increases during reaction of FC, the concentra-
tion polarization phenomenon emerges around downstream 
region of the channel, and it expands gradually toward up-
stream.  This phenomenon is obvious when the reactant flow 
rate is insufficient.  It causes a serious non-uniform distribu-
tion of reaction and deteriorates overall cell performance.  In 
this study, a cathode flow field was designed with an addi-
tional port as inlet split point.  Besides the original inlet port, 
the reactant gas was supplied from this split point in order to 
reduce the maldistribution of reactant and product concentra-
tion.  The effects of the split point position and split flow rate 
on the polarization curve was discussed and compared with 
those of traditional flow fields at various operating conditions. 

This study through the experiments at different temperature 
and flow ratio setting, the uniform cell reaction is achieved using 
the split flow field in PEMFC.  The prediction model of major 
operation parameters influencing the performance of PEMFC 
with a split flow field is also developed on using SNAOA. 

1. Objective Function 

The objective of this study was to implement an design for 
operation parameters on PEMFC so that the output power can 
be significantly increased.  The constraints of the operation 
parameters were also considered.  The calculation of operation 
parameters on PEMFC can be formulated as a combinatorial 
optimization problem as follows: 

 Maximum )X(M = Maximum 

 1 2 3 4 5 6( ) oX , X , X , X , X , X P

5

 (4) M

Where M: objective function for six factor operation pa-
rameters on the PEMFC, and 1 2 3 4X , X , X , X , X  and 6X  

denotes the six operation parameters on the PEMFC, and  

represents the output power of the PEMFC.  Table 2 lists that 
operation parameters on the PEMFC and the level values. 

oP
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Table 2. Operation parameters on the PEMFC and their 
level values. 

Factor Parameter Level 1 Level 2 Level 3

X1 FC temperature (C) 50 65 80 

X2 FC humidification temperature (C) 55 705 85 

X3 anode stoichiometry flow rate (sccm) 200 250 300

X4 cathode stoichiometry flow rate (sccm) 200 250 300

X5 cathode split flow rate (sccm) 50 100 150

X6 location of the split (%) 35 45 55 
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Fig. 9.  Statistical analysis of split flow design using RSM on PEMFC. 
 

2. Constraints  

1) Limits of the Six Factors of Operation Parameters 

 max min
1~6 1~6 1~6X X X   (5) 

where  and max
1~6X min

1~6X  are the upper and lower bound of the 

six operation parameters on the PEMFC. 

V. RESULTS AND DISCUSSION 

The response surface plot of simulation result is shown in 
Fig. 9.  Fig. 9(a) shows the residual plot of this method.  It was 
used to detect the normal probability.  Y axis represented the 
percentage and x axis was the residual.  The value of y axis 
ranged from 99% to 1% while the distribution of the residual 
was between 0.4 and -0.4.  A straight line of y = 196x  50 with 
a variation of R2 = 0.98 was obtained, indicating the charac-
teristic of normal distribution.  The histogram of the residual 
values is plotted in Fig. 9(b).  It was used to detect the several 
peaks, outliers and non-normality.  The random variation 
frequency was at the range of 0-34 with the maximum value of 
34 for residual 0.  It was also shown that the residual was about 
10 at the frequencies of 0.01, and was 1 at 0.02 and 0.03.  
Therefore, it was close to the bell-shaped and represented the 
normal distribution.  Fig. 9(c) shows the residual fit, which is  
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to detect non-uniform variance peak and missing higher-order 
terms with outliers.  The Y-axis was represented by residual 
value, and the X axis as the FC output power.  The range of out 
power were 11 W ~ 22 W in the random changes.  When the 
residual value was zero, out power had maximum and smallest 
simultaneously.  The resulting residuals should be randomly 
distributed in the range of  0.5.  Fig. 9(d) also shows the 
residual line chart which is to detect the time-dependence of 
residuals.  Y axis is represented by residuals value, and X-axis 
is represented by the observation order. 

1. Defining Set of Initial Training Data Using Three-Level 
Orthogonal Arrays  

In this study, there were 6 design variables, each with 31 
discrete values.  Thus, a total of 6  31 neurons were used in 
the input layer.  Each neuron in the input layer was a value of 1 
or 0 to represent the discrete value corresponding to each 
variable.  There was only a single neuron in the output layer to 
represent the feasibility or infeasibility of this design point.  
The number of neurons in the hidden layer depends on the 
number of neurons in the input layer.  There were 12 neurons 
in the hidden layer in this practical case.  The transfer functions 
used in the hidden and output layer of the network were log- 
sigmoid functions.  The neuron in the output layer was a value 
range of [0, 1].  After the training was completed, a threshold 
value was applied to the output layer.  In other words, for a 
given discrete design point in the search domain, the network 
always outputs 0 or 1 to indicate the feasibility or infeasibility 
of the point. 

This training points are shown in Fig. 10, where an empty 
circle represents a “0” in the node, and a black circle repre-
sents a “1.”  For illustrative purposes, the 186 input nodes were 
arranged in six rows to represent six design variables.  The first 
twenty-eight nodes of the first row had a value of 1, which the 
first variable X1 had the discrete value 77.  The first 17 nodes 
of the second row with value 1 meant that the second variable 
X2 also had the discrete value 71.  The first 31 nodes of the 
third row with value 1 meant that the third variable X3 also had 
the discrete value 300.  The first one nodes of the fourth row  
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Table 3.  Arrangement of orthogonal arrays. 

Exp. X1 X2 X3 X4 X5 X6 

1 50 55 200 200 50 35 

2 50 55 200 200 100 45 

3 50 55 200 200 150 55 

4 50 70 250 250 50 35 

5 50 70 250 250 100 45 

6 50 70 250 250 150 55 

7 50 85 300 300 50 35 

8 50 85 300 300 100 45 

9 50 85 300 300 150 55 

10 65 55 250 300 50 45 

11 65 55 250 300 100 55 

12 65 55 250 300 150 35 

13 65 70 300 200 50 45 

14 65 70 300 200 100 55 

15 65 70 300 200 150 35 

16 65 85 200 250 50 45 

17 65 85 200 250 100 55 

18 65 85 200 250 150 35 

19 80 55 300 250 50 55 

20 80 55 300 250 100 35 

21 80 55 300 250 150 45 

22 80 70 200 300 50 55 

23 80 70 200 300 100 35 

24 80 70 200 300 150 45 

25 80 85 250 200 50 55 

26 80 85 250 200 100 35 

27 80 85 250 200 150 45 

 
 

with value 1 meant that the fourth variable X4 also had the 
discrete value 200.  The first 31 nodes of the fifth row with 
value 1 represented that the fifth variable X5 also had the dis- 
crete value 150.  The first 3 nodes of the sixth row with value 1 
meant that the sixth variable X6 also had the discrete value 36.  
By checking with, one can determine that [X1, X 2, X 3, X 4, X 5, 
X 6] = [77, 71, 300, 200, 150, 36] was an infeasible design point.  
Hence, the single node in the output layer had the value of 1, 
which meant that this point was infeasible.  Similarly, Fig. 11 
shows another initial training point [X 1, X 2, X 3, X 4, X 5, X 6] = 
[65, 70, 300, 200, 100, 55], which was a feasible design point.  
There was at least one feasible design point in the set of initial 
training points, since the search algorithm described later, had 
to start from a feasible design point. 

For this study, the L27 (3
6) array was used.  Table 3 shows 

the arrangement of orthogonal arrays.  The three levels were 
determined by both end points and one middle point of each 
variable within the design domain.  Therefore the twenty-eight 
initial training points in this study are shown Table 3.  Among 
these points, [65, 70, 300, 200, 100, 55] for starting point and 
[80, 70, 200, 300, 100, 35] for restart point were feasible to 
start the search optimum values. 

Output layer
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Input layer
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Fig. 11. Representation of a feasible training point [65, 70, 300, 200,100, 

55]. 
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Fig. 12.  Iteration history of study. 

 

 

2. Iteration History of Study 

This algorithm was used to search for the solution point by 
the L9 initial training points.  There were two feasible design 
points [65, 70, 300, 200, 100, 55] and [80, 70, 200, 300, 100, 
35] in the set of twenty-seven initial training points.  The 
feasible design point [65, 70, 300, 200, 100, 55] had a lower 
objective value and was first used as the starting point in the 
search algorithm. 

Fig. 12 shows the iteration history of the study, in which the 
points represented by black circles are the feasible design points.  
Table 4 also shows iteration history of operation parameters 
form “a” start point to “h” optimum point.  The search algo-
rithm was started from “a” point [65, 70, 300, 200, 100, 55] at 
an objective value of 18.7 W to “g” point [78, 72, 296, 295, 
145, 44] at an objective value of 24 W.  This search path pro-
ceeded from “a” point [65, 70, 300, 200, 100, 55], through “b” 
point [77, 71, 300, 200, 150, 36], “c” point [75, 71, 300, 200, 
140, 35], “d” point [80, 71, 300, 200, 150, 35], “e” point [76, 
70, 295, 204, 146, 45], “f” point [50, 70, 250, 250, 150, 55]  
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Table 4.  Iteration history of operation parameters. 

Point X1 X2 X3 X4 X5 X6 Po (W)

a 65 70 300 200 100 55 18.7 

b 77 71 300 200 150 36 19.5 

c 75 71 300 200 140 35 20.6 

d 80 71 300 200 150 35 20.7 

e 76 70 295 204 146 45 23.1 

f 50 70 250 250 150 55 23.3 

g 78 72 296 295 145 44 24.0 

g1 80 70 200 300 100 35 19.6 

h 78 72 296 295 145 44 24.0 

 
 

Table 5. A comparison of the operation parameters be-
tween Taguchi method, RSM and SNAOA. 

Methods  
Factors Taguchi method RSM SNAOA 

A (C) 70 59.98 78 

B (C) 85 68.92 72 

C (sccm) 250 255.37 296 

D (sccm) 300 309.15 295 

E (sccm) 50 70.96 145 

F (%) 55 33.17 44 

P (W) 19.05 21.57 24 

 
 

and “g” point [78, 72, 296, 295, 145, 44].  To ensure that a 
better chance for reaching a near global optimum, this search 
process was restarted from another feasible “g1” point [80, 70, 
200, 300, 100, 35] in the set of initial training data.  In this 
study, the search process terminated at the same feasible point 
[78, 72, 296, 295, 145, 44] in one iteration.  Note that a total of 
34 points from the 31  31 = 961 possible combinatorial com- 
binations at an objective value of 24 W were evaluated to obtain 
this optimum design.  No gradient calculation was required. 

In order to demonstrate the effectiveness of the proposed 
method, a comparison between Taguchi method, RSM and 
SNAOA, is given in Table 5 (Chang et al., 2014).  The results 
showed that Taguchi method, RSM and SNAOA had an output 
value of 19.05 W, 21.57 W and 24 W, respectively.  It was 
found that SNAOA had greater output voltage than Taguchi 
method and RSM. 

VI. CONCLUSION 

This study has presented a combination method of SNAOA 
and RSM for determining discrete-value operation parameters 
on performance of PEMFC.  Orthogonal arrays have been 
employed to obtain the local optimum solution and consume 
less time.  The results obtained from orthogonal arrays were 
then used as the experimental data to predict the operation 
parameters at discrete levels for RMS.  A back-propagation 
neural network has been used to approximate the feasible 
domain of constraints.  A 0-1 binary pattern has been used in 

the input-output layers of the neural network; thus, the com-
putational cost of the training of the neural network is small, 
compared to the evaluation of the constraints.  For PEMFC, 
the results show that the optimal operation parameters are the 
temperature of 78C, anode humidification temperature of 
72C, anode flow rate of 296 sccm, cathode flow rate of 
295sccm, split flow rate of 145 sccm, and split point of 44%. 
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