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ABSTRACT 

This paper considers outsourcing decisions in a scheduling 
problem.  The objective of the problem is to minimize the out- 
sourcing costs under the constraints of the capacity of outsourc-
ing facilities and due date of each job.  The problem is composed 
of three kinds of decisions.  The first decision is the selection 
of jobs to be processed in-house, the second is to schedule the 
in-house processing jobs with due date constraints, and the last 
is to select an outsourcing provider for each outsourced job 
where the outsourcing provider has a capacity constraint.  Some 
optimality conditions and solution properties for the problem 
are presented.  A solution algorithm with pseudo-polynomial 
complexity is suggested to find the optimal solution of the 
problem.  The main contributions of this paper are as follows: 
(1) the mathematical model for the problem is proposed, (2) 
the pseudo-polynomial algorithm, Depth First Search (DFS)  
is developed to find the optimal solution and (3) several op- 
timality properties for the problem are addressed.  Numerical 
experiments show that the DFS algorithm has better results 
than Dynamic Programming (DP) in efficiency even for larger 
numbers of jobs and outsourcing providers. 

I. INTRODUCTION 

The proposed problem is to find the optimal schedule with 
outsourcing in which jobs are processed in external facilities 
to improve the overall scheduling quality.  The objective of the 
problem is to minimize the total outsourcing cost under the con- 
straints of the capacity of external facilities and the due date of 
each job. 

The scheduling problem with outsourcing would be con- 

sidered in a project in which a large volume of resource have 
to be allocated to complete the project.  One such project is a 
ship building in which it takes several years to complete it.  
The due date of such project is very important because the 
violation of the due date would result in a large amount of cost 
or penalty.  In the planning of this kind of project, one of the 
most difficult considerations is various resource requirements 
over the entire period of the project.  (for example, man power, 
work place, and facilities, etc.) It is not efficient to have all the 
resource for the project to resolve the fluctuation of the re- 
source requirements.  It can be better if some of the resources 
can be outsourced to optimize business operations.  One of the 
other cases for such project is a software development in 
which a large volume of manpower is required.  In this project, 
there are precedence considerations among the groups of jobs.  
Each group of jobs has its own due date to satisfy overall due 
date requirements.  To meet the due date and promote cost com- 
petitiveness, outside resources with any economic price can be 
used.  Therefore, the outsourcing strategy is one of the options 
that decision makers can consider to improve competitiveness 
in business. 

Outsourcing has attracted a lot of interest in recent years.  
McCarthy and Anagnostou (2004) studied the rationale of out- 
sourcing from an economic viewpoints.  Cachon and Harker 
(2002) and Kaipia and Tanskanen (2003) investigated why 
many companies consider outsourcing as an attractive strategy 
to alleviate price competitiveness.  Kim (2003) examined the 
problems of selecting outsourcing resources (companies).  
Kolisch (2000) addressed a make-to-order production problem 
with outsourcing, for which he has derived a mixed-integer 
programming model to minimize holding and setup costs of 
the associated supply chain.  Lee et al. (2002) presented a model 
for an advanced planning and scheduling (APS) problem with 
outsourcing, for which they have derived a genetic algorithm 
to minimize the makespan.  Lee and Sung (2008) suggested 
outsourcing scheduling problems with various objective func-
tions.  Various scheduling problems with outsourcing in different 
multi-stage production systems have been considered (Choi 
and Chung, 2011; Lee and Choi, 2011; Neto and Filho, 2011; 
Qi, 2011; Mokhtari et al., 2012).  Mishra et al. (2008) developed 
a Tabu-simulated annealing method for a mixed-integer pro- 
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gramming model of integrated planning and scheduling with 
outsourcing allowed.  Coman and Ronen (2000) formulated 
the problem as a Linear Programming problem and identified 
an analytical solution.  Chung et al. (2005) and Chen and Li 
(2008) considered the scheduling problem with subcontracting 
options.  They have suggested a heuristic to solve the problem. 

Most of the previous researches assumed that there was 
only one outsourcing provider.  As a result, the decision problem 
was to choose between insourcing and outsourcing manu- 
facturing.  But in real world business, more than two outsourcing 
providers would be considered because each of outsourcing 
providers has its own advantages and disadvantages.  Therefore, 
the scheduling problem with outsourcing should be considered 
with multiple choice of outsourcing providers so that the overall 
cost saving can be achieved taking advantage of such com- 
petition among outsourcing providers.  Although many studies 
have considered the outsourcing scheduling problems, there 
are few papers that have taken multiple options of outsourcing 
into consideration (Feng et al., 2011; Li and Wan, 2014). 

In this paper, we consider the single machine scheduling 
problem with multiple external facilities (outsourcing).  The pro- 
blem is composed of three kinds of decisions.  The first de- 
cision is the selection of jobs to be processed in-house, the 
second is to schedule the in-house processing jobs with due 
date constraints, and the last is to select an outsourcing provider 
for each outsourced job where the outsourcing provider has a 
capacity constraint.  The objective function of the problem is 
to minimize the total outsourcing cost. 

The proposed problem can be described as in the following: 
We are given a set of jobs and a set of outsourcing providers, J 
and K, respectively.  A processing time and a due date of job j 
in set J, pj and dj, are given.  An outsourcing cost of job j to k in 

set K, ojk , is also given.  Let  denote a schedule and kO  be a 

set of outsourced jobs to provider k in schedule π.  Then the 
total outsourcing cost is k jkk K j O

o
   .  The outsourcing 

provider has a capacity constraint such that each outsourced 
job j requires rjk  resource for outsourcing provider k and the 
sum of the resource used by provider k is limited by the 
capacity Rk.  We assume that the due date constraints are always 

satisfied for outsourced jobs, such as j
jC d   for j  O , 

where jC  denotes the completion time of job j with a schedule 

.  Without loss of generality, it is assumed that pj, dj, and ojk  
are integer values and all the jobs are available from time zero, 
that is, the arrival time of each job assumed to be zero.  Then, 
the problem can be formulated as follows: 

 minimize k jkk K j O
o

    

subject to 

 0, and , .k

j
j kj O

C d j J R k K


 
        

In the next section, the problem complexity and several op- 
timal properties are developed. 

II. THE PROBLEM COMPLEXITY  
AND SOLUTION PROPERTIES 

Scheduling problems can be represented as  by using 
the standard classification scheme of scheduling research.   
denotes the shop (machine) environment,  denotes the shop 
condition, and  contains the objective function to be optimized.  
The proposed scheduling problem can be categorized as a 
single machine problem to minimize the outsourcing cost with 
the maximum lateness constraints.  Accordingly, the proposed 

problem is expressed as 1 kj j jkk K j O
C d o

 
   .  The pro- 

blem 1 kj j jkk K j O
C d o

 
    is Non-deterministic Poly- 

nomial time (NP)-hard, so it cannot be solved efficiently 
(Hong and Lee, 2013). 

Before we begin to develop a solution algorithm, several 
optimality properties are presented. 

 

Proposition 1. For the problem 1 kj j jkk K j O
C d O

 
   , 

there exists an optimal schedule in which all the non-outsourced 
jobs are sequenced in EDD (earliest due date) order. 

 

Proof.: 

It can be proven with an interchange argument.  Suppose 
that there exists an optimal schedule * ( , , , , )l kj j      

such that jobs in set *\J O  are not sequenced in EDD order.  

For simplicity of notation, let us assume that l-th and k-th jobs 
in set *\J O  satisfy l < k and dl  dk.  And from the optimality 

assumption of schedule *, the inequalities * * *,l k l
lC C C d     

and *
k

kC d   are satisfied.  If two jobs, jl and jk, are inter- 

changed, the resulting schedule *
1 ( , , , , )k lj j      is also 

feasible because of the inequality * *
1 1

*
k l k

k lC C C d d 
    .  

From this inequality, the feasibility conditions of the schedule 

*
1

*
1 , k

kC d


   and *
1

k
lC d


 , are satisfied.  The schedule *

1  is 

also optimal because the objective function value of *
1  is the 

same as that of the schedule *. 
This completes the proof. 

 
From Proposition 1, we assume that all the jobs are indexed in 

EDD order without loss of generality.  Thus, if di  dj, then i < j. 
For Proposition 2, let NO be the set of non-outsourced 

jobs for a schedule .  Then the completion time for non- 

outsourced job j with a schedule , jC , can be expressed as 

,
( )i i ji j i NO
p p




 
   where i  0 be the idle time after 

i-th non-outsourced job in any schedule . 
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Proposition 2. For the problem 1 kj j jkk K j O
C d o

 
   , 

there exists an optimal schedule in which all the non-outsourced 
(i.e., in-house) jobs are sequenced with no idle time. 
 
Proof.: 

In the optimal schedule *, the constrains 

*,
( )i i j ji j i NO
p p d




 
    will be satisfied.  Then the 

schedule with i = 0 also satisfies the constraints and has the 
same objective function value. 

This complete the proof. 
 
Corollary 1. From Proposition 1 and 2, the problem can be 
reduced to both the selection of jobs to be outsourced and the 
assignment of the outsourced jobs to an outsourcing provider. 
 
Proof.: 

Corollary 1 can be easily proven, so the proof is omitted. 
 
Let decision variable yjk  represents if the job j would be 

assigned to the outsourcing provider k.  The variable yjk  will 
have 1 if the job j is assigned to the outsourcing provider k.  
Otherwise, yjk will be 0.  Then, the integer programming model 
for the problem is as follows: 

 minimize jk jkk K j J
o y

   , 

subject to 

 

(1 ) ,

,

1,

{0, 1}, , ,

i ik j j jki j k K k K

jk jk kj J

jkk K

jk

p y p d M y j J

r y R k K

y j J

y j J k K

  





     

  

  

   

  



 

where M represents any big value. 

III. SOLUTION PROCEDURE FOR  
THE PROBLEM 

In this section, a network modeling of the problem is sug- 
gested and a search procedure in the network model is also 
considered to find the optimal solution with efficiency. 

To make a network model of the problem, several definitions 
are needed.  Let  (i) be a partial schedule for jobs 1, 2, , i, 
where i  J.  Using the definition of (i), the problem 

1 kj j jkk K j O
C d o

 
    can be modeled as a network pro- 

blem and solved by applying a search algorithm.  For the net- 
work model of the problem, all the possible combinations of (i, 
m, r1, , rK) denotes the nodes in the network where m, r1, , 
rK are any integers satisfying 0  m  jj J

p
 , r1  R1, , 

rK  RK.  The network modeling of the problem starts with the 
root node, (0, 0, 0, , 0).  Links and nodes are added into the 
network at each iteration of the network modeling.  From the 

root node, links and nodes are generated to make the whole 
network model of the problem.  If we have a node (i, m, r1, , 
rK) in the network model, then there can be 1  K links from 
this node such as (i  1, m  pi+1, r1, , rK), (i  1, m, r1  
r(i+1)(1), , rK), , (i  1, m, r1, , rK  r(i+1)(K)), respectively.  
If the inequality (m  pi+1)  di+1 is satisfied, then there is a link 
from (i, m, r1, , rK) to (i  1, m  pi+1, r1, , rK) and the 
weight of the link is zero.  If the inequality rk  r(i+1)(k)  Rk is 
satisfied for k  K, then there is a link from (i, m, r1, , rK) to 
(i  1, m, r1, , rK  r(i+1)(K)) and the weight of the link is o(i+1)(k).  
The maximum number of links from each node to others is to 
be K + 1.  Note that rk in the node (i, m, r1, , rk, , rK) 
denotes the capacity that has been consumed at outsourcing 
provider k at node (i, m, r1, , rk, , rK). 

From the following procedure, we can generate a network 

model for the problem 1 kj j jkk K j O
C d o

 
   . 

Network generation procedure 

1. Let a set of nodes N1 and a set of links L be empty, i.e. N1 = 
 and L = .  And let a set of nodes N2 have a root node, 
initially, i.e. N2 = {(0, 0, 0, , 0)}. 

2. Select an arbitrary node in the set N2 and let (i, m, r1, , rK) 
be the selected node.  If N2 = {(0, 0, 0, , 0)}, then (0, 0,  
0, , 0) will be the selected node. 

3. If the inequality (m  pi+1)  di+1 is satisfied for the selected 
node, then go to step 4.  Otherwise go to step 5. 

4. The link from (i, m, r1, , rK) to (i  1, m  pi+1, r1, , rK) 
is added into the set of links L with its weight of zero.  The 
node (i  1, m  pi+1, r1, , rK) is added to the set N2. 

5. Iterate steps 6 and 7 for all k  K. 
6. If the inequality (rk  r(i+1)(k))  Rk is satisfied for k  K, then 

go to step 7.  Otherwise, perform step 6 again with another  
k  K. 

7. The link from (i, m, r1, , rK) to (i  1, m, r1, , rk  
r(i+1)(k), , rK) is added into L and its weight is o(i+1)(k).  The 
node (i  1, m, r1, , rk  r(i+1)(k), , rK) is added into N2. 

8. If all the iterations of steps 6 and 7 for the selected node  
(i, m, r1, , rK) are completed, then the node (i, m, r1, , 
rK) is added into N1 and subtracted from N2. 

9. If the set N2 is not empty yet, go to step 2. 
 
Fig. 1 is the flow diagram of the network generation pro- 

cedure.  Let  1 kj j jkk K j O
G C d o

 
    be the network 

generated with problem 1 kj j jkk K j O
C d o

 
    by ap- 

plying the procedure depicted in Fig. 1.  Note that the network 

 1 kj j jkk K j O
G C d o

 
    takes the shape of a tree.  In 

G(), a path from the root node, (0, 0, 0, , 0), to any end node 
constructs a feasible schedule and the sum of the link weights 
on the path is the sum of the outsourcing cost of the cor- 
responding schedule.  A solution algorithm that searches all 
the paths from the root node to the end nodes in the tree G() 
can be considered.  The algorithm calculates all the shortest  
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Set N1 =   , L =
N2 = {(0, 0, 0, …, 0)}

∅ ∅

Select arbitrary node
(i, m, r1, …, r⏐K⏐)    N2∈

Node (i + 1, m + pi+1, 
r1, …, r⏐K⏐) is added 

into set N2

(i + 1, m, r1, …,
rk + r(i+1)(k), …, r⏐K⏐) 
is added into set N2

rk + r(i+1)(k) ≤ Rk

(i, m, r1, …, r⏐K⏐) is deleted 
from N2 and added into N1

k < ⏐K⏐

k = k + 1

k = 1

Yes

Yes

Yes

Yes

No

No

No

No N2 is empty

End

m + pi+1 ≤ di+1

 
Fig. 1.  Diagram of the network generation procedure. 

 
 

paths to all of end nodes in the network and the minimum 
value among the shortest paths to all the end nodes is the 
optimal value of the problem.  Due to the fact that  
the total number of paths in the tree G() cannot exceed the 

value ( 1) JK  , the optimal solution for problem 1 j jC d   

k jkk K j O
o

   can be found in the exponential time com- 

plexity with the order of ( 1) JK   by applying a search algo- 

rithm.  However, because of the exponential complexity of the 
search algorithm, some modifications are needed to improve 
the efficiency. 

In the network modeling of the problem, all the end nodes 
of the network (tree) should be explored to find the optimal 
solution.  To make this search procedure to be more effective, 
Depth First Search (DFS) procedure is suggested for the graph 

 1 kj j jkk K j O
G C d o

 
   . DFS starts with the root node, 

(0, 0, 0, , 0).  A node will be selected as a next search node 
among the nodes linked to (0, 0, 0, , 0).  At each iteration of 
DFS, the link from (i, m, r1, , rK) to (i  1, m  pi+1, r1, , rK) 
has a higher priority than any other links when selecting a 
node for the next search.  Let a solution S(DFS) be the first 
feasible schedule found by DFS and the set OS(DFS) be the 
subset of jobs that are selected to be outsourced under the 
schedule S(DFS).  The set NOS(DFS) is the set of jobs that are 

selected to be processed in the in-house machine on the 
schedule S(DFS).  We assume that all the jobs in the set J = 
OS(DFS)  NOS(DFS) are indexed in EDD order.  J is the number 
of jobs in the set J.  Then the pseudo-code using the recursive 
function dfs() for the DFS is as follows: 

Procedure DFS 

set job.number = 0, best.solution = MAX, 
call function dfs(job.number), 

function dfs(job.number) 
if ( job.number > J), then return 
if (‘the total outsourcing cost so far’ > best.solution), then 

 return 
update ‘the total outsourcing cost so far’ with  ( job.number) 
update best.solution, 
if ( job.mp + pjob.number+1  djob.number+1), 
 then 
  update  ( job.number + 1) 
  call function dfs( job.number + 1) 
for (k = 1; k < = K; k++) 

 if  ( . ) ( . 1) ( )
k

job number job number k kr r R   , 

  then 
   update  ( job.number + 1) 
   call function dfs( job.number + 1) 
 
In Procedure DFS, job.number denotes the current depth of 

the search and MAX represents any big value.  The procedure 
DFS starts with dfs(1), where job.number equals 1.  ‘the total 
outsourcing cost so far’ denotes the sum of the outsourcing 
cost from job 1 to job.number.  best.solution indicates the best 

solution found so far.  ( . )
k

job numberr denotes k jkj O
r

 .  Lastly, 

job.mp represents jC .  Let () be the first feasible schedule 

found by applying Procedure DFS.  Then some optimality 
conditions for the problem are suggested as in the following 
propositions. 
 
Proposition 3. If O()  1 for the problem with a constant 
outsourcing cost (ojk = o) for j  J and k  K and with 
arbitrary due date dj for j  J, then the schedule  () is the 
optimal solution. 
 
Proof.: 
(1) If O() = 0, then the schedule () is the optimal. 
(2) In case of O() = 1, let the job j be the element of the set 

O(), which means the condition i ji j
p d


  is satisfied.  

Then we have two cases at the optimal solution.  The first 
one is at least one more jobs not in the outsourced group 
should be added to the outsourced group.  The second is 
that job j should be interchanged with the precedent job i, 
di < dj to make a feasible schedule which has no out- 
sourced job.  In the first case in which at least one more 
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job should be outsourced, the schedule () is optimal be- 
cause ojk = o for j  J and k  K.  In the second case, if 
we assume that there is the feasible schedule ’ of O’ = 0, 
then (from Proposition 1) there should exist an optimal 
schedule such that all the jobs are sequenced in EDD order, 
which contradicts that the schedule ’ is feasible. 

This completes the proof. 
 
Proposition 4. For the problem with constant processing time 
(pj = p) for j  J and with arbitrary due date dj for j  J, the 
schedule  () always gives the minimum number of outsourced 
jobs among all the feasible solutions. 
 
Proof.: 

For the problem with constant processing time (pj = p)  
for j  J, the schedule  () in which all the jobs satisfying  
the condition 

( ), ji j i NO
p p d

  
   are in the set of non- 

outsourced jobs gives the schedule with the minimum number 
of outsourced jobs. 

This completes the proof. 
 
With arbitrary outsourcing cost, ojk, the schedule with the 

minimum number of outsourced jobs does not always give the 
optimal schedule.  In Proposition 5, the optimality condition 
for the schedule with the minimum number of outsourced jobs 
is presented. 
 
Proposition 5. For the problem with constant processing time 
and outsourcing cost (pj = p, ojk = o) for j  J and k  K and 
with arbitrary due date dj for j  J, the schedule  () always 
gives the optimal solution. 
 
Proof.: 

From Proposition 4, the schedule () gives the minimum 
number of outsourced jobs among all the feasible solutions.  
Because (ojk = o) for j  J and k  K, this gives the op- 
timality conditions. 

This completes the proof. 
 
To compare the efficiency of Procedure DFS, a DP (Dy- 

namic Programming) algorithm, which is known to be more 
efficient than a general search algorithm, is derived for the 
problem.  Let a value function f(i, m, r1, , rK) be the mini- 
mum length of the path from the root node to a node (i, m, r1, , 
rK) and a set V(G()) be the set of nodes in network G().  Then 
the following recurrence relation can be derived.  The value 
function f(i, m, r1, , rK) is a minimum value among f(i-1, 
m-pj, r1, , rK) and f(i-1, m, r1, , rk-rjk, , rK) + ojk for all  
k  K and (i-1, m, r1, , rk-rjk, , rK)  V(G()).  The optimal 

value is 
  1
0 , 0 ,

min , , , , , ,
j t tj J

k K
m p r R t K

f J m r r r


     
   

where (J, m, r1, , rk, , rK)  V(G()).  The DP algorithm 

for the problem 1 kj j jkk K j O
C d o

 
    can be summa-

rized as follows: 

Dynamic Programming DP 

1. Set f(J, m, R1, , RK) = 0 for all non-negative integers m 

less than or equal to  min , jJ j J
d p

 . 

2. For the i-th iteration, the value function f(i, m, r1, , rK) 
can be calculated as follows: 

 1( , , , , )Kf i m r r   

 

1

1

( 1, , , , ), 0 and ,

min ( 1, , , , , , ) , 0,

j j jK

k jk jk k jkK

f i m p r r if m p m d

f i m r r r r o if r r

    
     






   

Because the total number of states of the Procedure DFS 
cannot exceed the value 1j Kj J

J p R R


     , an optimal 

solution for the problem can be found in the pseudo-polynomial 

complexity order of  1j Kj J
O J p R R


     .  The 

complexity of the DP algorithm is the same as that of Proce-
dure DFS.  Two solution procedures, Procedure DFS and DP 
algorithm, have the same complexity because these two pro-
cedures search the optimal solution based on the same network 
model.  However, the efficiency of them would differ because 
they search the optimal solution with different search methods.  
The efficiency of these two solution procedures are tested and 
compared to each other in the next section. 

IV. NUMERICAL EXPERIMENTS 

In this section, the performances of the suggested procedure 
are evaluated.  Computational results of the algorithm are 
presented with randomly generated problems.  The parameters 
of the problems are generated with the predefined statistical 
distributions.  The statistical distributions of the test instances 
are selected in the similar way as in the references (Koulamas, 
1994; Choi et al., 2005; Lee and Sung, 2008).  The processing 
time pj and the outsourcing cost ok j are generated from the 
uniform distribution between 1 and 10, and between 1 and 30, 
respectively.  The due date dj is randomly generated from a 
uniform distribution depending on the sum of the processing 
time and two parameters Span of Due Date (SDD) and Tar-
diness Factor (TF).  SDD denotes the degree of span of due 
dates, which means that the larger value of SDD will result in 
the wider range of dj’s value.  TF denotes the tardiness factor 
which is approximately proportional to the ratio of jobs likely 
to be tardy (Raman and Talbot, 1993).  We assume that dj has a 
uniform distribution between Psum  (1-TF-SDD/2) and Psum  
(1-TF+SDD/2), where Psum = jj J

p
 .  The difficulties of the 

problems may be determined by the values of SDD and TF 
(Lee and Sung, 2008).  In our experiments, SDD and TF are 
selected among 0.2, 0.4, 0.6, 0.8, and 1.0.  For each combina- 
tion of SDD and TF, 30 instances are generated.  The capacity  
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Table 1. Computational results for DP and DFS algorithm 
with |J| = 10 and |K| = 2. 

SDD TF 
Computational 

time of DP 
Computational 
time of DFS 

Minimum objective 
function value 

0.2 0.2 0.0001 0.0000 2.5556 

0.2 0.4 0.0002 0.0000 4.0000 

0.2 0.6 0.0001 0.0000 2.1333 

0.2 0.8 0.0001 0.0000 1.1176 

0.2 1.0 0.0001 0.0000 0.9444 

0.4 0.2 0.0007 0.0001 6.7368 

0.4 0.4 0.0007 0.0000 4.7391 

0.4 0.6 0.0008 0.0000 7.8571 

0.4 0.8 0.0006 0.0000 7.3448 

0.4 1.0 0.0006 0.0000 6.4643 

0.6 0.2 0.0023 0.0000 12.6667 

0.6 0.4 0.0024 0.0001 11.3125 

0.6 0.6 0.0026 0.0000 16.9474 

0.6 0.8 0.0023 0.0000 16.9286 

0.6 1.0 0.0017 0.0000 13.4286 

0.8 0.2 0.0055 0.0000 27.6154 

0.8 0.4 0.0044 0.0000 22.7556 

0.8 0.6 0.0050 0.0000 21.0909 

0.8 0.8 0.0042 0.0000 20.5306 

0.8 1.0 0.0036 0.0000 20.5918 

1.0 0.2 0.0070 0.0000 31.4286 

1.0 0.4 0.0071 0.0000 26.2917 

1.0 0.6 0.0073 0.0000 23.3061 

1.0 0.8 0.0072 0.0000 23.8800 

1.0 1.0 0.0067 0.0000 21.3200 

 
 

of k-th external facility, i.e., Rk, is set to CF  jkj J
r

 , where 

CF is the capacity factor that is selected among 0.2, 0.4, 0.6, 
0.8, and 1.0. 

For the numerical experiments, C language was used for 
implementing the suggested algorithms.  The machine with 
Core i-5 CPU with 4G memory was used for running the 
numerical experiments.  In Table 1, the experimental results 
for Procedure DFS (or DFS algorithm) and Dynamic Pro-
gramming DP (or DP) are presented.  Computational times are 
measured in seconds. 

From Table 1, we can show that the DFS algorithm has better 
results than DP in efficiency; the DFS algorithm can solve 
larger sized problems.  In Table 1, it is noted that the efficiency 
of the suggested algorithms are significantly affected by the 
number of jobs and the degree of SDD, but relatively less af- 
fected by the TF. 

The computational results in Table 2 show that the number 
of jobs in the problem considerably affects the efficiency of DP, 
but not really affects the suggested algorithm, DFS.  From Tables 
1 and 2, it is noted that the outsourcing cost (i.e. the objective 
function value of the problem) is more affected by SDD than TF. 

For each J and K values, various SDD and TF values are  

Table 2. Computational results for DP and DFS algorithm 
with |J| = 15 and |K| = 2. 

SDD TF
Computational 

time of DP 
Computational 
time of DFS 

Minimum objective 
function value 

0.2 0.2 0.0015 0.0000 2.5000 

0.2 0.4 0.0026 0.0000 0.7273 

0.2 0.6 0.0016 0.0000 1.1176 

0.2 0.8 0.0016 0.0000 3.4091 

0.2 1.0 0.0018 0.0000 2.5789 

0.4 0.2 0.0736 0.0000 10.7000 

0.4 0.4 0.0989 0.0000 5.6818 

0.4 0.6 0.0812 0.0000 7.1200 

0.4 0.8 0.0607 0.0000 7.4667 

0.4 1.0 0.0707 0.0000 9.6857 

0.6 0.2 0.4699 0.0002 14.0000 

0.6 0.4 0.4113 0.0001 21.8056 

0.6 0.6 0.4033 0.0000 19.5122 

0.6 0.8 0.3502 0.0000 19.3333 

0.6 1.0 0.4800 0.0000 24.6136 

0.8 0.2 1.2399 0.0003 26.3333 

0.8 0.4 2.0197 0.0001 29.2500 

0.8 0.6 1.3816 0.0000 26.0667 

0.8 0.8 1.2379 0.0001 34.5102 

0.8 1.0 1.2843 0.0000 32.7917 

1.0 0.2 2.6899 0.0006 47.2500 

1.0 0.4 3.5021 0.0001 38.4286 

1.0 0.6 3.4959 0.0001 33.2600 

1.0 0.8 3.3675 0.0000 31.2000 

1.0 1.0 3.8294 0.0000 33.4000 

 
 

tested as in Tables 1 and 2.  Table 3 represents the computa-
tional results of DFS algorithm for larger numbers of jobs and 
outsourcing providers.  The computational times in column b 
and the minimum objective function values in column c in 
Table 3 are the average values of the results executed with 
various SDD and TF values. 

In Table 3, it is observed that almost all of the computa-
tional times of DFS algorithm are reasonably short even for 
large numbers of jobs and outsourcing providers.  The effi-
ciency of the suggested algorithm are affected by the both the 
number of jobs and the number of outsourcing providers. 

As shown in Table 3, it is reasonable to assume that the  
cost will be decreased as the number of alternatives in the pro- 
blem increases.  For example, the minimum objective function 
value with J = 30 and K = 2 is 34.4448 in contrast to 27.1571 
in case of J = 30 and K = 3.  It is noted that the outsourcing 
cost (i.e. the objective function value of the problem) de-
creases as the number of outsourcing providers is increased.  
The same can be applied to the real world problem.  If we have 
more choice for the outsourcing providers, the cost will be de- 
creased.  That is the motivation for us to consider the sched-
uling problem with multiple outsourcing providers. 
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Table 3. Computational results for DFS algorithm with 
various |J| and |K| values. 

J K 
Computational  
time of DFS 

Minimum objective  
function value 

10 2 0.0000 14.1595 

15 2 0.0001 19.3097 

20 2 0.0041 26.6097 

30 2 0.2582 34.4448 

20 3 0.0033 19.2985 

30 3 1.6955 27.1571 

40 3 108.8124 35.5917 

 

V. CONCLUSIONS 

In this paper, we have studied the single machine schedul-
ing problem with multiple external facilities.  The problem is 
to minimize the total outsourcing cost subject to the outsourcing 
capacity and the due date constraints.  Several optimality pro- 
perties have been presented.  To solve the problem, we have de- 
veloped the DSF algorithm efficiently searching the network 
converted from the problem. 

The computational experiments of the proposed scheme 
have been performed for randomly generated problems.  The 
proposed procedure has illustrated outstanding performance in 
comparison to DP, even for larger numbers of jobs and out-
sourcing providers. 

The outsourcing is one of the business strategies to improve 
the competitiveness of the company.  As the competition in-
creases in the global economy, the importance of the out-
sourcing strategy will grow.  The scheduling problem with 
outsourcing and also with additional real world constraints can 
be considered for further research subjects.  For example, the 
logistics cost constraints for the outsourcing or the precedence 
constraints among jobs can be addressed as a next step.  Non- 
zero arrival times of jobs can also be considered in the future 
work. 
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