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ABSTRACT 

The underwater glider has the advantages of low power, 
long endurance and high accuracy. Micro-Electro-Mechanical- 
System (MEMS) grade inertial sensors are more suitable for 
an underwater glider because of their low cost and small size.  
Models of MEMS sensor noises which include not only the 
white noises and random walk terms but also the bias insta-
bilities of the sensor noises are analyzed.  The integrated na- 
vigation system for the underwater glider is composed of a dead 
reckoning (DR) module, an inertial navigation system (INS) 
based on MEMS sensors aided by a tri-axis magnetic sensor.  
Due to the inherent error characteristics, MEMS grade devices 
suffer from the non-stationary stochastic sensor errors and non- 
linear inertial errors which cannot be well handled by the conven- 
tional filter algorithms, this paper proposes extended Kalman 
filter (EKF) fusing Runge-Kutta (RK4) algorithm (EKF/RK4) 
which can implement the data fusion of multisensor.  The pro- 
posed EKF/RK4 can take advantage of the EKF to achieve the 
optimal estimation of attitude and position and then make better 
use of the RK4 to further improve the estimation accuracy.  In 
order to evaluate the effectiveness of the proposed algorithm, 
the EKF/RK4 algorithm is applied to the underwater naviga-
tion system designed in our lab and a series of land experiments 
are performed.  The performance of the proposed EKF/RK4 al- 
gorithm based on our navigation system is analyzed and com- 
pared with the traditional algorithms.  The experiment results 
show that the proposed algorithm is more effective in reducing 
the attitude and position errors than KF/RK4 and EKF. 

 

I. INTRODUCTION 

As the development of science and technology processes, 
people are beginning to explore more and more fields.  Auto- 
nomous underwater vehicles (AUVs) have become an inter-
esting area of oceanic research because of their promising uses 
in homeland security, military applications, hydrographic sur- 
veys, environment monitoring, mineral field surveys and ocean- 
ographic studies.  Over the years, there have been intensive 
efforts toward the development of sea-worthy AUVs to meet 
the challenges of exploitation programs and oceanographic 
exploration.  Nowadays, the development of AUV is focused on 
improving the endurance and operation range for long term data 
collection in the fields of coastal management and oceanography 
(Kondoa and Ura, 2004; Tang et al., 2011; Zhu and Zhao, 2011; 
Sun et al., 2013 ; Alam et al., 2014). 

Autonomous underwater gliders (AUGs) are a recently de- 
veloped class of AUV driven by buoyancy changes to fly along 
saw-tooth trajectories through the ocean (Eriksen et al., 2001).  
Gliders quickly have attracted increasing attention with the 
longer range and higher endurance than AUV.  The underwater 
navigation which can provide high accuracy navigation infor- 
mation for a long period of time has been a key technology for 
the wide application of AUG currently. 

Navigation sensors usually include Inertial Navigation Sys- 
tem (INS), Global Positioning System (GPS) receiver, Doppler 
Velocity Log (DVL), acoustic altimeter, etc. (Li et al., 2011; 
Chen et al., 2013).  GPS, as a mature technology, can be used 
in the navigation and positioning field.  It is capable of providing 
accurate position and velocity information.  However, in order 
to provide accurate measurements, GPS needs at least four satel- 
lites with good geometry.  There must be a direct line-of-sight 
between the GPS antennas and those satellites (Semeniuk and 
Noureldin, 2006; Jwo et al., 2010).  GPS signal can not be re- 
ceived in deep seawater because of the Faraday cage effect of 
water for the radio-frequency signal (Li et al., 2011). 

INS can give accurate attitude and position information for 
a short time period (Lee et al., 2007).  Besides, advances of INS 
based on MEMS (Micro-Electro-Mechanical-System) have led 
to significant developments in low-cost inertial technology in the 
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last decade (Shen et al., 2010).  It is improving (reductions in 
size, sensitivity and weight) and becoming cheaper due to mass 
productions (Bijker and Steyn, 2008; Chiang et al., 2012).  
Therefore, INS can be used as a main navigation sensor when 
GPS is unavailable.  The errors of INS, however, increase with 
time elapse due to the inherent biases of gyroscopes and ac-
celerometers.  The errors will accumulate as time goes on and 
it needs additional sensors to compensate attitude and position 
errors of the INS (Chen et al., 2013; Chiang et al., 2013).  
Standard components such as the compass effectively suppress 
the attitude and position drift of INS (Hegrenæs and Halling-
stad, 2011), but the effect achieved by only compass is limited.  
The dead reckoning (DR) is used to correct the outputs of INS, 
so the INS/DR integrated navigation method can improve the 
attitude and position accuracy greatly. 

In addition to the navigation method, the data filtering algo-
rithm play an important role in dealing with the problem of un- 
derwater navigation.  The standard Kalman filter (KF) assumes 
that the system model has been fully characterized and the noise 
processes known statistical properties, which are often not satis-
fied in practical applications.  The performance of the standard 
KF could be greatly degraded when the concerned system has 
model uncertainties and non-Gaussian noises (Kandepu et al., 
2008; Cao and Guo, 2012).  However, in the extended Kalman 
filter (EKF), the probability distribution function (pdf) is pro- 
pagated through a linear approximation of the system around 
the operating point at each time instant.  In order to perform the 
EKF analysis, one needs the Jacobian matrices which may be 
difficult to obtain for the higher order, especially in the case of 
time-critical applications.  Furthermore, the linear approximation 
of the system at a given time instant may introduce errors in the 
state and it may lead to divergence of the state over time (Jwo 
and Cho, 2010; Wang and Huang, 2011; Chu et al., 2013).  To 
overcome the drawbacks of the EKF, other nonlinear state es- 
timators have been developed such as the unscented Kalman 
filter (UKF).  The UKF seems to be a promising alternative for 
process control applications.  The UKF propagates pdf in a sim-
ple and effective way and it is accurate up to the second order 
in estimating mean and covariance.  Nevertheless, UKF costs 
more computing time than EKF in calculating the statistics of 
random variables that undergoes the nonlinear transformation.  
This filtering method is more suitable for measurements with 
Gaussian distribution, which is not always offered by MEMS- 
grade sensors (Stanci¢ and Graovac, 2010; Shen et al., 2011).  
In the literature (Frogerais, et al., 2012), two methodologies to ap- 
proximate the CD-EKF (continuous-discrete EKF) in general 
cases are presented.  The first one uses deterministic scheme to 
integrate the differential moment equations (Joseph and LaViola, 
2003; Mazzoni, 2007).  The mean and the covariance can be re- 
cursively approximated by an explicit RungeKutta method.  The 
second one introduces a discretediscrete EKF filter on a discrete 
version of the stochastic differential (Wilkie, 2004; Singer, 2005) 
to obtain a discrete approximation of the SDE (Stochastic Dif-
ferential Equation) by the stochastic RungeKutta scheme.  The 
main differences and novelties between our work and the methods 

mentioned in this above reference are not only the different 
subject studied but also the way to integrate RK4 with EKF to 
estimate the navigation information optimally.  A novel method 
which fuses the RK4 into EKF frame (EKF/RK4) is proposed 
in our paper from another perspective to solve the problem of 
navigation calculation for the multi-sensor data.  The RK4 is used 
to determine the state prediction estimate and subsequently EKF 
is performed to estimate other parameters of the navigation cal- 
culation.  Therefore, the computation effectiveness and informa-
tion estimation accuracy are improved greatly. 

In this paper, we design a kind of underwater navigation 
system which has advantages of low power, simple design, high 
navigation accuracy and long endurance, and propose a more 
effective EKF/RK4 algorithm for the underwater navigation 
system.  The noise models of the inertial sensors are analyzed 
in Section 2 followed by the overall INS/DR integrated navi-
gation scheme given in Section 3.  The main aspects of the inte- 
gration algorithm are proposed in detail in Section 4.  Results 
and discussion of experimental verification of the system are 
presented in Section 5.  Some conclusions are derived in Sec-
tion 6. 

II. ERROR MODELS ANALYSIS  

1. Noise Model 

Like any other physical sensor, both gyroscopes and acce- 
lerometers suffer from measurement errors.  For these sensors, 
however, the error sources are multiple and are also coupled.  
Therefore, the sensor calibration is a non-trivial task (Aydemir 
and Saranlı, 2012). 

The gyroscope outputs  are expressed as mω

 m g g  ω ω B η  (1) 

where 
T

x y z     ω  is the vector of true angular rates 

measured in the body fixed reference frame; gB  is the gyro-

scope noise bias vector; gη  is the angular random walk vector.  

Each component of the gyroscope noise bias 

 
T

g gx gy gzB B B   B  (2) 

is modeled as a sum of two components including bias insta-
bility and rate random walk (Grewal et al., 2007; Petkov and 
Slavov, 2010), so that 

 1 2 3 4 5, ,gx gy gzB x x B x x B x x6       (3) 

where x1, x2, x3, x4, x5, x6 are states of the following differential 
equation matrix. 
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Tg is a time constant, 
1gK , 

2gK  are constants and 
1gw , 

2gw , 

4gw , 
5gw , 

7gw , 
8gw  are white noises with unit variances. 

The angular random walk vector is given by 

  (5) 
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where 
3gK  is a constant and 

3gw , 
6gw , 

9gw  are white noises 

with unit variances. 
In a similar way the measured specific acceleration  is 

determined as  
ma

  (6) m s a  a a B ηa





2

where  is the specific acceleration;  is 

the vector of three-axis accelerometer bias;  is the vector of 

velocity random walk.  Each component of the accelerometer 

bias  is expressed as a sum of bias 

instability and acceleration random walk. 

T
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  (7) 7 8 9 10 11 1, ,ax ay azB x x B x x B x x     

where x7, x8, x9, x10, x11, x12 are states of the differential equa-
tion matrix. 
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aT  is a time constant, 
1aK , 

2aK are constants, and , , 

, , ,  are white noises with unit variances. 
1aw

2aw

4aw
5aw

7aw
8aw

The velocity random walk vector is determined from 

  (9) 
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where 
3aK  is a constant, and , ,  are white noises 

with unit variances (Slavov and Petkov, 2011). 
3aw

6aw
9aw

2. Error Model in State Space 

The phi-angle position, velocity, and attitude errors are given 
below (Stanci¢ and Graovac, 2010; Zhang and Xu, 2012; Jwo 
et al., 2014). 

Phi-angle error is given by: 

  (10) ( )n n n n n n
ie en ie en g      ω ω ω ω Β  n

where 
Tn

E N U       is the orientation error of the cal- 
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culated platform represented in the local East-North-Upward 

(ENU) coordinate frame;  re- 

presents the rotation projections of the Earth onto the ENU 
axes; ie = 7.292115  10-5 rad/s represents the angular velocity 

of the rotation of the Earth; 

0 cos sin
Tn

ie ie ieL L    ω

tan
T

n N E E
en

n e e

V V V L

R h R h R h

 
     

ω  

represents the angular velocity of the rotation of a navigation 

coordinate frame relative to Earth; ,  represent the 

slow variances of ,  respectively; , L, h represent the 

position coordinates (longitude, latitude and height, respec-
tively); Rn, Re represent the radii of the curvatures along the 
meridian and parallel, respectively. 
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Velocity error is given by (Grewal and Andrews, 2008): 
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The attitude errors equations in ENU axes are as follows: 
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where  re- 

presents the biases of the accelerometer projections onto the 
ENU axes; moreover, BaE = 0, BaN = 0, BaU = 0.  Bax, Bay, Bay 
represent the biases of the accelerometers in the body coor-

dinates, respectively;  represents the attitude matrix which 

gives relationship between vectors in the body fixed reference 
frame and the corresponding vectors in the Earth fixed refer-

ence frame; 

TTn n
a aE aN aU b ax ay azB B B B B B      Β C 

n
bC

T Tn n
g gE gN gU b gx gy gzB B B B B B      Β C 

0gEB

  re- 

presents the gyroscope drift projections onto the ENU axes; 

moreover,  0gNB,  0gUB , .  Bgx, Bgy, Bgz represent 

the drifts of the gyroscope in the body coordinates. 
The position errors equations in ENU axes are as follows: 
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R h R h
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  
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
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 Uh V   (14) 

III. NAVIGATION SYSTEM STRUCTURE 

1. DR Model 

The three dimension model of gliding is shown in Fig. 1.  It 
is analyzed in this paper that the glider gliders stably in the sea.  
When the glider glides at certain depth in the sea, the circum-  
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Fig. 1.  The three dimension model of glider. 

 

 
stance of underwater is comparatively stable.  The glider usu-
ally follows a sawtooth motion pattern in the vertical plane and 
progresses along a straight line or piecewise line in the hori-
zontal plane (Zhang et al., 2013).  The change of depth is meas-
ured by the depthometer or other instruments, and it may be not 
the focus in this paper.  The acquisition of navigation infor-
mation mainly by the inertial system in the horizontal plane is 
studied in the following content.  Here, the dynamic model of 
glider is simplified properly according to some analyses for un- 
derwater gliders in the reference (Asher et al., 2008; Hussain 
et al., 2011; Zhang et al., 2013).  The sea current average velocity 
is approximately regarded as a constant in the certain depth and 
the glider glides with the sea current.  Hence, the average velo- 
city of glider is also considered as a constant. 

Assume that the glider is gliding the distance S in the period 
of time t.  The velocity of glider is calculated by Eq. (15): 

  (15) dr cur noiv v v 

where dr is the estimated velocity, cur is the velocity of the 
sea current, noi is the additional noise. 

The distance S is estimated by: 

  (16) drS v t  

The position calculated by DR is: 

 1 cos sini i ix x S i      (17) 

 1 cos cosi i i iy y S    

sin iz z S

 (18) 

 1i i     (19) 

where i , i  represent heading angle and pitch angle at the 

moment of i; 1ix  , 1iy  , 1iz   represents three direction posi-

tion at the moment of i  1, respectively; ix , ,  represents 

three direction position at the moment of i, respectively. 
iy iz

2. Integration Scheme 

The Fig. 2 illustrates the INS/DR integration scheme used 
in this paper.  The IMU (Initial Measurement Unit) is mainly 
composed of a tri-axis MEMS angular rate sensor, a tri-axis 
acceleration sensor and a tri-axis magnetic sensor.  The tilt 
sensor is combined with the gravity module to estimate the 
accelerometer drifts, and the errors of pitch and roll calcu-
lated by accelerometers are compensated.  The original an-
gular velocities of gyroscopes [ , the original 

linear accelerations of accelerometers [ ]

]x y zG G G

x y zA A A  and the 

original magnetic induction intensities of magnetic sensors 
[ x y z ]M M M

[ x y z

 are all processed through denoising, coordi-

nate transformation and so on.  The angular velocities treated 
]   , linear accelerations treated [ ]x y zf f f  and 

magnetic intensities treated ]  in the body co-

ordinate are obtained.  The attitude angles (heading, pitch and 

roll) 

[ x y zH H H

INS    are calculated by using the attitude matrix 

which is determined by the angular velocities and updated 

quaternions.  The linear velocities  INS

UV



E NV V  are cal-

culated by the force equation using the updated acceleration 

values, and then the positions  INS

E N UP P P  are derived by 

integrating velocities.  The attitude angles and velocities cal-

culated by sensors, and the velocities  DR

UE NV V V  esti-

mated by DR simultaneously enter into the EKF/RK4 for  
the optimal estimation of errors.  The original outputs of atti-
tudes and velocities are corrected by attitude errors and ve-
locity errors estimated above.  Finally, the corrected attitude 

angles  C  

 C

E N UP P P

, velocities   and positions 

 are obtained. 

C

E N UV V V



IV. DESIGN OF THE EKF/RK4 ALGORITHM 

Nonlinear models considered are presented by: 

 
1 1

f( , 1) ( , 1)
k k k

k k
1k 

    X X X W


h( , )
k

k Z X V

 (20) 

  (21) 
1k k 

where 
k
 is the n-dimension random variable and is also the 

state vector; f and h are the nonlinear functions, respectively; 
 is a noise function; 

X

1k 
W  and  are the white noise time  

1k 
V



 H. Huang et al.: Integrated Navigation System for Underwater Gliders 89 

Tilt sensor

EKF/RK4

DR

−

+

Gravity model

Estimate bias of
acclerometers

signal 
processing

• Quaterion update
• Attitude matrix update
• Attitude calculation
• Velocity calculation

Tri-axis MEMS
acceleration sensor

Tri-axis
magnetic sensor

Tri-axis MEMS
angular rate sensor [Gx   Gy   Gz]

[Mx   My   Mz]

[ fx   fy   fz]

[Hx   Hy   Hz]

[PE   PN   PU]INS
[VE   VN   VU]INS

[PE   PN   PU]C
[VE   VN   VU]C

[VE   VN   VU]DR

[Ax   Ay   Az] [    x    y    z]ω ω ω

[           ]INSϕ θ γ

[           ]Cϕ θ γθ
T

γ T

 
Fig. 2.  INS/DR integration scheme. 

 
 

series with zero mean, respectively; 
k
 the measurement vec- 

tor.  Moreover, the state vector and the measurement vector 
 are given as follows: 

Z

k
X

k
Z

[ ]
k

T
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  (22) 
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Z  (23) 

where L ,  , h  represent the position errors (latitude, 
longitude and height) in east, north, upward directions, re-
spectively; EV , NV , UV  represent linear velocity errors 

along east, north, upward directions, respectively; E , N , U  

are the orientation errors of the calculated platform repre-
sented in the local East-North-Upward (ENU) coordinate 
frame;  ,  , 

G

 represent angle errors (heading, pitch and 

roll), respectively;  , G , G  represent heading angle, pitch 
angle and roll angle measured by Gyroscopes, respectively; 

M  is the heading angle measured by magnetometers; A , A  
represent pitch angle and roll angle measured by acceler-

ometers, respectively; A

EV , A

NV , A

UV  represent velocity errors 

measured by accelerometers along three dimensions; DR

EV , 
DR

NV , DR

UV  represent velocity error calculated by DR along 

three dimensions. 
The state estimation is predicted in the form: 

  (24) | | 1
ˆ ˆ ˆ(k k k k k k k  X X K Z Z

The estimate | 1
ˆ

k kX  is determined from: 

  (25) 
1

| 1 1| 1 1| 1 1
ˆ ˆ ˆf( , )

k

k

t

k k k k k k kt
dt


       X X X u

Assume 

  (26) 
1

1 1| 1
ˆ ˆg ( , ) f( , )

k

k

t

k k kt
dt


   X u X u 1k 

1k 

Then 

  (27) 1 1| 1
ˆ ˆg ( , ) f( , )k k k  X u X u

For 1i   to i N


 

 1

1 1 1 2 32 2ˆ ˆg ( , ) g ( , ) ( )
6

i i

k k k k k k
  4    h

X u X u


 (28) 

  (29) 1 1f( , )k kk  X 1
ˆ i i u

 2 1 1
ˆf( , )

2 2
i i

k kk    X h u h
1

1 1
k   (30) 

 
3 1 1 2

ˆf( , )
2 2

i i

k kk    X h u h1 1
k 

ˆ i i k 

1

 (31) 

 
 (32) 4 1 1 3f( , )k kk    X h u h

End 

 

where the sample period is defined; the sample 

range is limited in ; 

1

1
ˆ ˆi i

k k


  X Xh

| 1 1| 1( , )ˆ
k k  X X Nˆ

k k


 is adjusted to change 

the sample number according to actual needs for accuracy. )
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Fig. 3.  The schematic diagram of EKF/RK4. 

 
 

The predicted output  is found from ˆ
kZ

  (33) | 1
ˆ ˆh( )k k k Z X

The gain Kk is obtained from 

  (34) 1

| 1 | 1(T T

k k k k k k k k k


 K P H H P H R )

where Hk is measurement matrix and is derived from (35). 

 
| 1

ˆ

h
k k

k




 X X

H
X

  (35) 

A priori covariance matrix | 1k kP  is determined from 

  (36) | 1 , 1 1| 1 , 1 1 1 1

T

k k k k k k k k k k k       P Φ P Φ Γ Q ΓT



where Rk is the variance matrix of system measurement noise; 
Qk is the variance matrix of system process noise 

A posteriori covariance matrix  is determined as: |k kP

  (37) | | 1( ) ( ) T

k k k k k k k k k k k

T
  P I K H P I K H K R K

where  is the unit matrix. I
The integration scheme of EKF/RK4 is shown on Fig. 3.  

The flow of navigation information calculation is shown by 
blue lines and the red lines indicate the feedback and final 
calculation results.  The data measured by navigation sensors 
and the information estimated by DR are simultaneously en-
tering into the navigation module, and then the data fusion is 

processed in the EKF/RK4 module by using attitudes ( G , G , 

G , M , A , A ) and velocities ( A

EV , A

NV , A

UV ) calculated 

through the navigation calculation algorithm.  The state esti-

mation | 1k k
ˆ

X  is calculated by RK4 algorithm, and then the 

quaternion is normalized.  The gain  is calculated in Eq. 

(34) by using a priori covariance matrix P  and measure-

ment matrix .  The current state estimation  is calcu-

lated by Eq. (24) and then the quaternion is normalized once 

again.  The feedback is attitude error estimates (

kK

| 1

X̂

k k

kH |k k

ˆ , ˆ , ˆ ) 

and velocity error estimates ( ˆ
EV , ˆ

NV , ˆ
UV ). 

Corrections of heading C , pitch C  and roll C  are done 
as: 

 ˆC G   

C G

 (38) 

 ˆ   

C G

 (39) 

 ˆ   

C A

 (40) 

Velocity components are corrected by using the estimates 
of velocity errors: 

 ˆ
E EV V EV 

C A

N NV V

 (41) 

 ˆ
NV 

C A

U UV V

 (42) 

 ˆ
UV 

C

 (43) 

Position components ( EP , C
NP , ) in three dimensions 

are updated by integrating corrected velocities. 

C
UP
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Table 1.  The specifications for the attitude reference system (AHRS). 

Attitude Performance 

 Range deg 0 to 360 

Static Accuracy 
at Normal Conditions 

deg RMS 0.2 

Static Accuracy 
in Temperature Range 

deg RMS 0.5 
Heading 

Dynamic Accuracy deg RMS 0.7 

Range deg 
90 to  90, 
180 to  180 

Static Accuracy at Normal Conditions deg RMS 0.04 

Static Accuracy in Temperature Range deg RMS 0.1 

Pitch, Roll 

Dynamic Accuracy deg RMS 0.4 

 
 

Table 2.  The specifications for the position reference system (GPS receiver). 

Autonomous Accuracy < 2 m 

Static, Fast Static Accuracy 
Horizontal: 0.3 cm  0.5 ppm*base_line_length 

Vertical: 0.5 cm  0.5 ppm*base_line_length 

Kinematic Accuracy 
Horizontal: 1 cm  1 ppm*base_line_length 
Vertical: 1.5 cm  1.5 ppm*base_line_length 

RTK (OTF) Accuracy 
Horizontal: 1 cm  1 ppm*base_line_length 
Vertical: 1.5 cm  1.5 ppm*base_line_length 

DGPS Accuracy 
 0.25 m Post Processing 

 0.5 m Real Time 

 
 

0.11 m

0.07 m

0.05 m

 
Fig. 4.  The navigation system designed in our lab for the underwater glider. 

 

V. EXPERIMENT AND RESULTS 

1. Experiment Setup  

To evaluate the performance of the proposed algorithm, a 
new underwater inertial navigation system is designed in our 
lab (Model number: SUSN-1) which is shown in Fig. 4.  This 
system is composed of a DSP (Digital Signal Processing) unit 
and an IMU.  The volume of this system is only 0.385 dm3 and 
the power consumption is less than 0.6 w. 

The AHRS (Attitude and Heading Reference System) is 
employed as the attitude reference and the specifications for  

SUNS-1

AHRS

GPS Antenna

 
Fig. 5.  The vehicle experiment. 

 
 

AHRS are shown in Table 1.  The GPS receiver (JAVAD GNSS) 
is as the position reference and the performance of GPS re-
ceiver is given in Table 2. 

2. The Land Vehicle Experiment 

To simulate approximately the motion of glider in the ho- 
rizontal plane, the real vehicle experiments were performed on 
the playground of Southeast University.  The vehicle with equip- 
ments is shown in Fig. 5.  The trolley runs along line trajectory  
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Fig. 6.  Heading errors for KF/RK4, EKF and EKF/RK4. 
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Fig. 7.  Pitch errors for KF/RK4, EKF and EKF/RK4. 
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Fig. 8.  Roll errors for KF/RK4, EKF and EKF/RK4. 

 
 

and the rectangular trajectory, respectively.  The velocity of the 
trolley is about 0.5 m/s and the sample time used in this works 
is 1 s. 
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Fig. 9.  East position errors for KF/RK4, EKF and EKF/RK4. 
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Fig. 10.  North position errors for KF/RK4, EKF and EKF/RK4. 

 
 
In the first experiment, the trolley runs along the straight line.  

Figs. 6-10 show the error comparison results between the pro- 
pose EKF/RK4 and other algorithms.  The attitude angle (head-
ing, pitch and roll) errors are shown in Figs. 6-8, respectively.  
The position errors in east direction and north direction are 
shown in Figs. 9 and 10, respectively.  Furthermore, the root 
mean square errors (RMSE) of attitude and position for KF/RK4, 
EKF and EKF/RK4 are shown in Table 3. 

From Figs. 6-10 it can be clearly seen that the performance 
of the proposed EKF/RK4 method is much better than KF/RK4 

and EKF.  In Table 3, we can see that, by employing the pro-
posed EKF/RK4, the RMSE of heading is reduced from 0.9779 
to 0.4956.  The RMSE of pitch for EKF/RK4 is 0.2945, which 
is the lowest in the three algorithms.  In Fig. 8, the EKF/RK4 
method also has the lowest error and the RMSE of roll for EKF/ 
RK4 is 0.3126.  Similarly to attitude errors, one can observe that 
the proposed EKF/RK4 method is more effective in reducing 
the position error than KF/RK4 and EKF.  The RMSE of east 
position is 0.4217 m, which is lower than EKF and KF/RK4.   
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Table 3.  Comparison of errors for KF/RK4, EKF and EKF/RK4 (line trajectory). 

RMSE 
 

KF/RK4 EKF EKF/RK4 

Heading (deg) 0.9779 0.9041 0.4956 

Pitch (deg) 0.7334 0.5623 0.2945 

Roll (deg) 0.7171 0.5251 0.3126 

East position (m) 1.0649 0.9200 0.4217 

North position (m) 1.0125 0.9243 0.4135 

 
 

Table 4.  Comparison of errors for KF/RK4, EKF and EKF/RK4 (rectangular trajectory). 

RMSE 
 

KF/RK4 EKF EKF/RK4 

Heading (deg) 1.0029 0.9705 0.5067 

Pitch (deg) 0.7520 0.5830 0.3073 

Roll (deg) 0.7366 0.5425 0.3308 

East position (m) 1.0723 0.9399 0.4703 

North position (m) 1.0895 0.9461 0.4508 
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Fig. 11.  Heading errors for KF/RK4, EKF and EKF/RK4. 
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Fig. 12.  Pitch errors for KF/RK4, EKF and EKF/RK4. 

The RMSE of position for EKF/RK4 in the north direction is 
reduced from the highest 1.0125 m to 0.4135 m. 

In the second experiment, the trolley runs along the rectan-
gular trajectory.  The error comparison results for KF/RK4, EKF 
and EKF/RK4 are shown in Figs. 11-15.  Figs. 11-13 show that 
the attitude angle (heading, pitch and roll) errors, respectively.  
The east error and north position error are shown in Figs. 14 
and 15, respectively.  The RMSE of attitude and position for KF/ 
RK4, EKF and EKF/RK4 are shown in Table 4. 

From Figs. 11-15, it can be concluded that the estimation 
accuracy in terms of attitude and position for EKF/RK4 is su- 
perior to that for KF/RK4 and EKF.  In Table 4, by employing 
the proposed EKF/RK4, the RMSE of heading for EKF/RK4 is 
0.5067, which is lower than KF/RK4 and EKF.  In Fig. 12, the 
EKF/RK4 method has the lowest pitch error and the RMSE of 
pitch for EKF/RK4 is 0.3073.  The RMSE of roll for EKF/RK4 
is 0.3308, which is the lowest compared with KF/RK4 and 
EKF.  The RMSE of east position is reduced from 1.0723 m to 
0.4703 m and the RMSE of north position is reduced from 
1.0895 m to 0.4508 m. 

As can be seen from the real vehicle experiment, the EKF/ 
RK4 is the most effective method to reduce the attitude and po- 
sition error compared with KF/RK4 and EKF.  KF is a popular 
data fusion algorithm in handling optimal estimation problems 
which has been widely investigated in attitude and position 
determination.  However, the optimality of KF highly depends 
on the data linearity.  KF/RK4 is still based on the frame of KF, 
thus KF/RK4 performs poor in the practical nonlinear system.  
The RK4 is integrated into the EKF method in this paper.  When 
the nonlinearity of system is not serious, the proposed EKF/ 
RK4 can make use of EKF to achieve the optimal estimation of 
attitude and position, and then use the RK4 to improve further 
the estimation accuracy.  Therefore, EKF/RK4 performs better 
than EKF used alone in the practical application. 
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Fig. 13.  Roll errors for KF/RK4, EKF and EKF/RK4. 
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Fig. 14.  East position errors for KF/RK4, EKF and EKF/RK4. 

 

VI. CONCLUSION 

The purpose of this paper is to develop a novel underwater 
navigation system which can be applied to underwater gliders 
in order to improve their attitude and position accuracy when 
GPS signal is absent underwater.  This paper proposes a new 
underwater navigation system which is composed of inertial 
sensors aided by the magnetometer, and proposes the design 
and implementation of EKF/RK4 algorithm on INS/DR inte-
gration navigation system.  When the nonlinearity of system is 
not too serious, the proposed EKF/RK4 algorithm makes better 
use of the advantages of EKF and RK4 to improve the estima-
tion accuracy of attitude and position.  The land vehicle experi-
ments have been done to assess the performance of the proposed 
EKF/RK4 algorithm.  The proposed EKF/RK4 is a more ef-
fective and more practical method to determine the navigation 
information than the traditional methods and to give the optimal 
state estimation. 
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Fig. 15.  North position errors for KF/RK4, EKF and EKF/RK4. 
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